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This paper describes the first application of the Hidden-Markov-Model based text-to-speech synthesis method to the Hun-
garian language. The HMM synthesis has numerous favorable features: it can produce high quality speech from a small data-
base, theoretically it allows us to change characteristics and style of the speaker and emotion expression may be trained

with the system as well.
1. Introduction

There are several speech synthesis methods: articula-
tory and formant synthesis (trying to model the speech
production mechanism), diphone and triphone based
concatenative synthesis and corpus-based unit selec-
tion synthesis (based on recordings from a single spea-
ker). Currently the best quality is produced by the unit
selection method, although the size of the corpus data-
base is quite big (it may be in the gigabyte range), voice
characteristics are defined by the speech corpus and
these features cannot be changed without additional
recordings, labelling and processing which increase the
cost of generating several voices.

Text-to-speech (TTS) systems based on the Hidden-
Markov-Model (HMM) are categorized as a kind of unit se-
lection speech synthesis, although in this case the units
are not waveform samples, but spectral and prosody pa-
rameters extracted from the waveform. HMMSs are respon-
sible for selecting those parameters which most precisely
represent the text to be read. A vocoder generates the
synthesized voice from these parameters. HMM-based
text-to-speech systems are becoming quite popular now-
adays because of their advantages: they are able to pro-
duce intelligible, naturally sounding voice in good quali-
ty and the size of the database is small (1,5-2 Mbytes).
It is also possible to adapt the voice characteristics to dif-
ferent speakers with short recordings (5-8 minutes) [1-4],
and emotions can also be expressed with HMM TTS [5].

The current paper gives an overview about the archi-
tecture of HMM based speech synthesis, investigates the
first adaptation of an open-source HMM-based TTS to
Hungarian, and describes the steps of the adaptation pro-
cess. The results of a MOS-like test are also introduced
and future plans of the authors are mentioned as well.

2. The basics of Hidden-Markov-Models

Hidden-Markov-Models are mainly used for speech re-
cognition [6] in speech research, although in the last de-
cade or so they have also been applied to speech syn-
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thesis. The current section briefly introduces the basics
of HMMs, a detailed description can be found in [7].

A HMM A(A, B, 1) is defined by its parameters: A is the
state transition probability, B is the output probability and
7tis the initial state probability. In case of text-to-speech
let us assume that A is a group of HMMSs, which repre-
sent quintphones (a quintphone is five phones in a se-
quence) in sequence (Fig. 1). The series of quintphones
define the word, which we would like to generate. The
goal is to find the most probable state sequence of
state feature vectors X, which will be used to generate
the synthetic speech (see Section 3 for more details).

Figure 1. Concatenated HMM chain in q; state,
at ith time, the output is Xg;.

The X,; output is an M-dimensional feature vector at
state g; of model A:
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The aim is to define the x = (X, X4,..X,,) output
feature vector (of length is L, which is the number of
sounds/phonemes in an utterence) from model A, which
maximizes the overall likelihood P(xQ):

x=arg max{!’(x|ﬂ }}= arg max{E !’{.r‘qﬁ)l’{q!ﬂ)}_
x x 0

Where Q=(qy,95...9;) is the state sequence of mo-
del A. The P(xtA) overall likelihood can be computed by
adding the product of joint output probability P(x[g,A)
and state sequence probability P(gLA) over all possible
Q state-sequence.

To be able to compute the result within moderate time,
the Viterbi-approximation is used:

x = argmax{P(xg. A L)P(q}A. L)}
X

VOLUME LXIII. » 2008/7




Hidden-Markov-Model-based speech synthesis...

The g state sequence of model A can be maximized
independently of x:

L))

g = arg max{[’(q
q
Let us assume that the output probability distribu-
tion of each state g;is a Gaussian density function with
Y; mean value and Z; covariance matrix. The model A is
the set of all mean values and covariance matrices for
all N states:

A=(p,2, 0,2, Ry, 2y)

Consequently the log-likelihood function is:

In {P(.\‘ q,k)}= - L;A{ In{27 —% S ln{Equn

1 L —
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g t i
If we maximize x then the solution is trivial: the out-
put feature vector equals to the states’ mean values

= (Juql ? iuq:‘ "nuqf. )

This solution is not representing the speech well be-
cause of discontinuities at the state boundaries. The fea-
ture vectors must be extended by the

x

For training a rather large speech corpus, the pho-
netic transcription of it and the precise position of the
phoneme boundaries are required. The mel cepstrum,
its first and second derivatives, the pitch, its first and se-
cond derivatives are extracted from the waveform. Then
the phonetic transcription should be extended by con-
text dependent labelling (see Subsection 4.2). When all
these data are prepared, training can be started. During
the training phase the HMMs are “learning” the spectral
and excitation parameters according to the context de-
pendent labels. To be able to model parameters with
varying dimensions (e.g. log{F,} in case of unvoiced re-
gions) multidimensional probability density functions are
used. Each HMM has a state duration density function
to model the rhythm of the speech.

There are two standard ways to train the HMMs: (1)
with a 2-4 hour long speech corpus from one speaker
or (2) with speech corpora from more speakers and then
adapt it to a speaker’s voice characteristics with a 5-8
minute long speech corpus [1,2]. This way new voice
characteristics can be easily prepared with a rather small
speech corpus. According to [1,2] the adaptive training
technique produces better quality than training from
one speech corpus only. Furthermore there are numer-
ous methods to change the voice characteristics [3,4].

delta and delta-delta coefficients (first

and second derivatives): Text to be read

x=((x,)".(Ax,)".(Ax,)")
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Sounds ¢ The two previous and the two following

sounds/phonemes (quintphones). Pauses are also marked.

Table 1 summarizes the most
important features.

Syllables | ¢
* The number of syllables

* The vowel of the current syllable.

Mark if the actual/previous/next syllable is accented.
* The number of phonemes in the current/previous/next syllable.

from/to the previous/next accented syllable.

Labelling is done automati-
cally, which may include small er-
rors (e.g. defining the accented
syllables), although it does not
influence the quality much, as

Word .

(forward and backward).

The number of syllables in the current/previous/next word.
¢ The position of the current word in the current phrase

the same algorithm is used dur-
ing speech generation, thus the
parameters will be chosen by the

Phrase .

(forward and backward).

The number of syllables in the current/previous/next phrase.
* The position of the current phrase in the sentence

HMMs consistently (even in case
of small errors in the labelling).

Sentence | *

The number of syllables in the current sentence.
* The number of words in the current sentence.
* The number of phrases in the current sentence.

4.3 Decision trees

In Subsection 4.2 context-
dependent labelling was intro-

Table 1.
The prosodic features used for context dependent labelling

To generate speech after training is done, the pho-
netic transcription and the context dependent labelling
(see Subsection 4.2) of the text to be read must be cre-
ated. Then the phones’ duration is extracted from the
state duration density functions and the most likely spect-
ral and excitation parameters are calculated by the HMMs.
With these parameters the synthetic speech can be ge-
nerated: from the pitch value the excitation signal of
voiced sections is generated and then it is filtered, typi-
cally with a mel log spectrum approximation (MLSA) fil-
ter [8]. Simple vocoders were used earlier, lately mixed
excitation models are applied in order to achieve better
quality [9].

4. Adapting HMM-based TTS
to Hungarian

The authors conducted the experiments with the HTS
framework [10]. For the Hungarian adaptation a speech
database, the phonetic transcription of it, the context-
dependent labelling and language specific questions
for the decision trees were necessary. In the following
the most important steps will be described.

4.1 Preparation of the speech corpus
The authors used 600 sentences to train the

duced. The combination of all the
context-dependent features is a very large number. If
we take into account the possible variations of quint-
phones only, even that is over 160 million and this num-
ber increases exponentially if other context dependent
features are included as well. Consequently, it is im-
possible to design a natural speech corpus, where all
the combinations of context-dependent features are
included. To overcome this problem, decision tree based
clustering [12,13] is used.

As different features influence the spectral parame-
ters, the pitch values and the state durations, decision
trees must be handled separately. Table 2 shows which
features were used in case of Hungarian for the deci-
sion trees [14].

For example, if the decision tree question regarding
the length of the consonants is excluded, then the HMMs
will mostly select short consonants even for long ones,
as these are not clustered separately and there are much
more short consonants in the database.

4.4 Results

In order to be able to define the quality of Hungarian
HMM-based text-to-speech synthesis objectively, the
authors conducted a MOS (Mean Opinion Score) like lis-
tening test. Three synthesis engines were included in
the test: a triphone-based, a unit selection system and
a HMM-based speech synthesis engine.

Table 2.
Features used for building the decision trees

HMMs. All the sentences were recorded from pro-
fessional speakers, it was resampled at 16.000
Hz with 16 bits resolution. The content of the sen-
tences is weather forecast and the total length
is about 2 hours. The authors prepared the pho-
netic transcription of the sentences, the letter
and word boundaries were determined by auto-

Phonemes | *

vowel / consonant

* short/ long

* stop/ fricative / affricative / liquid / nasal
¢ front/ central / back vowel

* high/ medium / low vowel

¢ rounded / unrounded vowel

matic methods, which are described in [11].

Syllable .

stressed / not stressed

* numeric parameters (see Table 1.)

4.2 Context-dependent labelling

Word .

numeric parameters (see Table 1.)

To be able to select to most likely units, a num-

Phrase .

numeric parameters (see Table 1.)

ber of phonetic features should be defined. These
features are calculated for every sound.

Sentence | *

(see Table 1.)

numeric parameters
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At the beginning of the test 3-3 sentences random-
ly generated from each system were played, these sen-
tences were not scored by the subjects. The reason for
doing this is to have the subjects used to synthetic voice
and to show them what kind of qualities they can expect.

At the next step 29 sentences generated by each
system were randomly played in different sequences in
order to avoid ‘memory effects’ [15]. The content of the
test sentences were from the weather forecast domain.
The triphone based system is the ProfiVox domain in-
dependent speech synthesizer, the HMM based TTS
was trained with weather forecast sentences (cca. 600
sentences) and the unit selection system had a large
weather forecast speech corpus (including cca. 7000
sentences). The same 29 sentences were generated
by all systems, but none of these sentences were pre-
sent in the speech corpora. The subjects scored the sen-
tences from 1 to 5 (1 was the worst, 5 was the best).

12 subjects were included in the test. The results
are shown in Fig. 4.

51 S
4‘ —‘7
37 l 1
363 3,892
2_
2,56
HMM Unit celection Profivox
Figure 4.

The results of the MOS like test

The triphone-based system scored 2.56, the HMM-
based TTS scored 3.63 and the unit selection one
scored 3.9 on average (mean value). The standard devi-
ation was in the same order 0.73, 1 and 0.73. Although
the unit selection system was considered better then
the HMM-based TTS, it can read only domain-specific
sentences with the same quality, while the HMM-based
TTS can read any sentence with rather good quality.
Furthermore the database of the unit selection system
includes more then 11 hours of recordings, while only
1.5 hours of recordings was enough to train the HMMs.
The size of the HMM database is under 2 Mbytes, while
the unit selection system’s database is over 1 GByte.

The triphone based system was designed for any
text, domain specific information is not included in the
engine. This can be one reason for the lower score. The
absolute value of the results is not so important, rather
the ratio of them contains the most relevant informa-
tion.
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5. Future plans

The current paper introduced the first version of the Hun-
garian HMM-based text-to-speech system. As the next
step the authors would like to record additional speech
corpora in order to test adaptive training, to achieve more
natural voice and to be able to create new voice charac-
teristics and emotional speech with small (5-8 minutes
long) databases.

Because of the small footprint and the good voice
quality, the authors would like apply the system on mo-
bile devices as well. To be able to port the hts_engine to
embedded devices, it may occur, that the core engine
must be optimized to achieve real-time response on mo-
bile devices.

6. Summary

In this paper the basics of Hidden-Markov-Models were
introduced, the main steps of creating the first Hunga-
rian HMM-based text-to-speech synthesis system were
described and a MOS-like test was presented. The main
advantage of HMM-based TTS systems is that they can
produce natural sounding voice from a small database,
it is possible to change the voice characteristics and to
express emotions.
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