
1. Introduction

Grid Computing has become a detached research field
in the ‘90s and since then it has been targeted by ma-
ny world-wide projects. Several years ago users and
companies having computation and data intensive app-
lications looked skeptically at the forerunners of grid
solutions, who promised less execution times and easy-
to-use application development environments by creat-
ing a new high performance network system of intercon-
nected computers from all around the world. Research
groups were forming around specific middleware com-
ponents and different research branches have grown
out of the trunk. 

Many user groups from various research fields (bio-
logy, chemistry, physics, etc.) put their trust in grids, and
today’s usage statistics and research results show that
they were undoubtedly right. Grid Computing is in the
spotlight, several international projects aim at estab-
lishing sustainable grids (CoreGRID [1], LA Grid [2],
Globus [3], etc.). 

Nowadays research efforts are focusing on user
needs: more efficient utilization and interoperability play
the key roles. Grid resource management is probably the
research field most affected by user demands. Though
well-designed, evaluated and widely used resource
brokers have been developed, new capabilities are re-
quired, such as agreement (Service Level Agreements,
WS-Agreements [4]) and interoperability support. These
two directions also depend on other grid middleware
capabilities and services, and since they can hardly cross
the border of these middleware solutions, they need re-
volutionary changes affecting the whole system. Solv-
ing these problems is crucial for the next generation of
grids, which should rise up from the academic to the
business world. 

To achieve this, capabilities such as advance reser-
vation and co-allocation need to become reality, but the

currently used grid middleware solutions do not provide
these services. Therefore, usually estimations and pre-
dictions are used in the scheduling process of the re-
source managers to overcome these lacking features
and provide a more efficient schedule. (For example,
Lôrincz et. al. monitor runtime information to determine
the behavior of the job and use these additional data
in scheduling [14]). Trying to enlarge the limitation bor-
ders, in this paper we are focusing on interoperability
approaches in the field of Grid Resource Management.

The current solutions of grid resource management
will not be able to fulfill the high demands of future gen-
eration grid systems, though several grid resource bro-
kers [5] have been developed supporting different grid
systems. Their main problem is that most of them can-
not cross the borders of current grid middleware solu-
tions, therefore the newly arisen problems need to be
treated with novel research approaches. Nowadays grid
systems have their own researchers and user groups.
This means borders not only for the development but
also for the interoperable utilization. 

Figure 1. illustrates the current grid utilization: grid re-
sources can be accessed either directly by using grid
middleware components or through grid brokers that
help finding a proper execution environment or through
grid portals that provide a convenient user interface to
grid services.

The need for interoperability among different grid sys-
tems has raised several questions and directions. The
advance of grids seems to follow the way assigned by
the Next Generation Grids Expert Group, which has been
established by the European Commission. In their lat-
est publication [6] they have pointed out that grid and
web services are converging and envisaged a new
hybrid architecture called SOKU (Service Oriented Know-
ledge Utility), which enables more flexibility, adaptability
and advanced interfaces, therefore interoperability is
evident and congenital in these systems. 
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Following these expert guidelines and the latest re-
quirements of grid user groups, in this paper we pro-
pose a grid resource management solution that does
not require major changes of the whole grid middleware
and still provides interoperability.

2. Resource management and 
matchmaking in grids

When grids were born, resource management compo-
nents of the middleware provided various interfaces to
submit jobs, transfer files, query resource information,
track job states and retrieve execution results. As grids
and the number of users were growing, the dynamicity
and heavy load made users unable to cope with man-
ual resource selection. Automatic matchmaking between
user requests and available resources came into view
and resource brokers were born. This additional com-
ponent contacts the Information System of the grid and
schedules user requests to a proper execution envi-
ronment, computing resource (most of the time proper
means likely the fastest execution). In addition to con-
tacting the resources, transferring the jobs, tracking the
states and staging back the result files are also the
tasks to be performed by the brokers. Describing the
job requirements is done with a middleware-specific
language (in general job description language). 

This document needs to be submitted to the broker
with the necessary input files and executable. This is
the first time where interoperability problems appear. If
users wanted to use different grid solutions, they need
to use different description forms for the same require-

ments. Furthermore grids use different protocols to store
resource information, transfer files, access resources,
etc., though they implement the same methodology.
Knowing these facts it is not surprising that users and
developers have started to form separate user groups
and developer communities around various grid solu-
tions. Because of the same reasons resource brokers
generally support one grid middleware and its job de-
scription language, therefore they are tightly coupled to
that middleware. 

Up to now most of the broker developers identified
this separation and have started to redesign and ex-
tend their solutions for multi-middleware and multi-lan-
guage support to provide a basic level of interoperabil-
ity. Though carrying out these extensions take much
time and still in progress nowadays, several solutions
are ready to serve different user communities of differ-
ent grids. The additional components for understand-
ing other language descriptions and using other proto-
cols make the extended brokers more and more robust
and unmanageable. These redesigns are usually done
for similar description forms and protocols, or for mid-
dleware solutions having common components. These
observations show that broker extensions cannot be
done for all the available middleware solutions, and the
more grids an extended broker supports, the more fail-
ures can occur during its utilization. 

Another possibility to enhance interoperability is the
use of grid portals. These tools provide easy to use
graphical interfaces to utilize various grid components.
There are general purpose and specialized ones for
supporting specific applications. An instance of the se-
cond approach is the Conflet framework (CONFigurable
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Figure 1.  The util ization of production Grids



portLET [13]), which can be used to create specific port-
lets to one’s application. Interfacing different brokers to
portals is another option to extend interoperability and
support more middleware solutions. Nevertheless these
portals also attract other user communities and provide
more computational power. In Figure 2., we can see
how the P-GRADE Portal [7] supports various produc-
tion grids by interfacing different resource brokers.

The P-GRADE Portal is a workflow-oriented grid por-
tal with the main goal to support all stages of grid work-
flow development and execution processes. It enables
a graphical design of workflows created from various
types of executable components, executing these work-
flows in Globus-based computational grids [3] relying
on user credentials, and finally analyzing the monitored
trace-data by the built-in visualization facilities. In the
Portal box field of Fig. 2., the bigger boxes represent
the executable files, jobs (delta, cummu, etc.), the smal-
ler numbered boxes (ports) on their sides represent in-
put and output files. Connecting these ports the user
can create an application of dependent jobs, which
together form a workflow. In the last step of the work-
flow edition the user can select brokers or resources to
the jobs. During the execution these brokers take care
of the execution of the jobs, or they are directly sub-
mitted to the manually selected resource. The disadvan-
tage of this solution is the same as in the previous
case: interfacing additional brokers requires modifica-
tions to the system.

3. The evolutionary step: 
unifying Grid Brokers

Facing with the problems stated in the previous sec-
tion, several research groups turned their attentions to
new solutions to establish interoperability. It has be-
come obvious that keeping the same architecture would
not bring interoperability in the near future; they need
to wait for revolutionary changes in the whole middle-

ware to enable a world-wide interoperable grid, which
would take long years. The only way to achieve a high-
er level of interoperability in reasonable time is to unify
brokers by enabling communication and data-flow a-
mong them.

One of the biggest grid research organizations is
the OGF (Open Grid Forum), which has many research
groups to share innovative ideas and standardize solu-
tions in various fields of Grid Computing. The GSA-RG
(Grid Scheduling Architecture Research Group [8]) is
currently working on a project enabling grid scheduler
interaction. They try to define common protocol and in-
terface among schedulers enabling inter-grid usage.
Implementing such an interface and using it by all the
brokers would enable sharing different user jobs, work-
loads. Agreeing on a common interface and implement-
ing it to the brokers definitely takes a long time.

The other similar approach enables communication
among the same broker instances. Since in this case
no negotiation is needed with other researchers and
solutions, it is easy to agree on an interface and the
implementation needs to be done only for their own so-
lution. (Note that in this case different protocols will be
created and used by different developers, again.) This
approach is followed by the following projects: Koala
[9], LA Grid [2] and Gridway [10]. 

Comparing these approaches we can see that all of
them use a new method to expand current grid re-
source management boundaries. The interconnected
domains are being examined as a whole, and they dele-
gate resource information among broker instances man-
aging different domains. Usually the local domain has
preference and when it is overloaded, some jobs are
passed to somewhere else – in this case the results
should be passed back to the initial domain. Though this
is a novel approach and all of them proved that they
achieved better load balancing, the interoperability pro-
blem among different systems is still not solved.

The final solution lies in meta-brokering. This app-
roach means a higher level brokering, which uses the
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Figure 2. 
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existing resource brokers to reach different grids. Un-
like existing brokers it uses metadata about the avail-
able broker capabilities and maps user requests to bro-
kers not to resources. In order to achieve this we need
to store and consume metadata about user jobs and
resource brokers. The OGF has already developed a
standard language for describing jobs - this is the JSDL
(Job Submission Description Language [11]). 

Regarding broker capabilities we designed a BPDL
(Broker Property Description Language [12]) descrip-
tion format together with researchers from the Barce-
lona Supercomputing Center. Scheduling at the meta-
brokering level requires additional metadata about the
scheduling requirements of the users and scheduling
properties of the brokers. Since the JSDL is lacking
these attributes and the BPDL incorporates some of
them, we decided to create a separate language called
MBSDL (Meta-Broker Scheduling Description Language).
Here we mention that the OGF-GSA-RG [8] has start-
ed to define an SDL (Scheduling Description Language)
for enabling the aforementioned inter-broker communi-
cation, but they have not got too far, yet. We believe
that MBSDL can be regarded as a contribution to their
work. Once SDL becomes a standard, our system will be
ready to use it. 

Using these tools we developed a meta-brokering
service as a general web-service and named it as Grid
Meta-Broker (shown in Figure 3). Together with BPDL
and MBSDL metadata can be stored about resource
brokers in the Information Collector (IC) component of
the system. The users can specify their requirements

with JSDL and MBSDL. Consuming these documents the
MatchMaker component executes a scheduling algo-
rithm to select a broker and a grid for the actual user
job. So-called IS Agents are used to provide up-to-date
information about the background grid load to help the
MatchMaker skip grids with overloaded or unavailable
resources. The next step is to translate the user request
to the language of the selected broker and let the In-
voker submit the job contacting the underlying broker.
This component is responsible for tracking job states
through the broker and retrieving the result files and
logging information. The final step is to provide the re-
sults to the user and update the IC with broker perfor-
mance data. 

Another scenario can also be done, when instead
of the Invoker the user or a portal contacts the select-
ed broker and does the actual job submission. In this
case they need to report the submission results them-
selves to the Meta-Broker.

4. Conclusions

We have learned several reasons why existing resource
management systems cannot fulfill the newly arisen
requirements of grid users. Providing bigger computa-
tion power and serving business-oriented investments
requires a novel, higher level approach in grid resource
management: we need to unify the separated grid
islands and manage them together. Extending the cur-
rent resource brokers with multi-middleware support or
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Figure 3.  The architecture of the Grid Meta-Broker



interfacing them by widely used grid portals can be a
good starting point, but in the long run they become
unmanageable and vulnerable. 

More successful solutions have been developed by
enabling inter-broker communication among specific
broker instances operating in different domains of the
same grid. Though it brings some level of interoperabil-
ity, these brokering systems still cannot work together,
do not have common interfaces. 

The final solution for grid interoperability is the Grid
Meta-Broker, which has been built on the latest stan-
dards of web and grid technologies taking into account
the guidelines of NGG. The goals of meta-brokering are
to use the widespread resource brokers to manage
their own grids and to provide an intelligent way to unify
these brokers and offer it to the users as a transparent
multi-grid service. 

In a unified, world-wide grid (WWG [15]) these Meta-
Brokers will bridge the yet separated islands of grids
and serve the whole user community in a fully interop-
erable manner.
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