
1. Introduction

Computer networks since its beginning has gone
through strong evolution: in the late 1970’s the network
was used for communication between a few scientific
institutions – and today it is part of our daily life, plenty
of new services have arisen (e.g. peer-to-peer systems,
grid computing, Video on Demand, Voice over IP, e-
banking services, etc.), the number of users increases
rapidly, at a guess it doubles in every year. The con-
vergence of computer, telecommunication and broad-
cast networks also pose new challenges [10,11].

Therefore modern transport networks raise new prob-
lems, not only in the field of bandwidth requirements,
but also the quality and the resilience of the offered
services plays an increasingly important role. Service
disruption is no longer tolerated by business or indus-
try; therefore survivable services have to be provided.
The failure of any part of the network has to remain
invisible for the customers.

The network management can ensure survivability
using various methods – the network operator should
decide which one to use. The alternatives will be dis-
cussed in Section 2. Sections 3, 4 and 5 present the
investigated solutions, designed for different conditions
and offering different performance. Section 6 presents
and evaluates the numerical results, Section 7 con-
cludes our work.

2. Resilience Strategies

According to the previously mentioned requirements for
survivability, the network should be prepared for fail-
ures, to be able to make them invisible for customers by
eliminating their effects (e.g. service interruption, data
loss, increasing delay). Various resilience strategies
are known that deal with these requirements. A brief
overview of them is needed for the subsequent de-
scription of our methods. Here we focus only on single
failures, which is a widespread assumption in the litera-

ture as well. However, after some modifications our
methods can deal with multiple failures [6]. 

Protection vs. Restoration: While using protection
methods, protection (backup) paths are defined in ad-
vance, and in case of failure the traffic is immediately
switched to the corresponding backup path. In case of
restoration the protection paths are sought only when
failures occur. It results in a thriftier operation, but it
might fail when establishing backup paths due to insuf-
ficient resources.

In case of Dedicated Protection each working path
has a separate backup path, with exclusively reserved
resources. Conversely, Shared Protection means com-
monly used resources among backup paths of different
working paths. It results in a thriftier but slower method
with higher complexity.

Regarding the part of the network to be protected,
the following classification can be made: (1) path pro-
tection (or end-to-end protection), means the working
path is protected by one path that is totally disjoint from
the working one [1,2]; (2) link protection, when all the
traffic from the failed link is re-routed between the ends
of that link; (3) sub-network protection, where the net-
work is clustered into protection domains (sub-net-
works) that define the ends of protection segments;
and (4) segment protection [3], when the working path
is divided into segments, and protected by a few back-
up paths covering them. These backup paths (seg-
ments) should of course jointly cover the whole working
path, and should be at least partially disjoint from the
working path.

In case of static protection predefined working and
protection paths are used for each node-pair. When
these paths are redefined from time to time, we refer to
this method as dynamic protection/restoration. Adap-
tive methods are able to alter the previously routed pro-
tection paths, and define new paths for every new
demand, adapting to the varying network and traffic
conditions. This is the slowest and most complex app-
roach, but it offers the strongest control over the re-
sources of the network.
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According to the above definitions, our protection
methods

– are shared protection methods
– are dynamic or adaptive
– offer path or segment protection
– guarrantee survival of any single failure, 

but work for some multiple failure patterns as well.

2.1. Spare Capacity Allocation
The main benefit of shared protection methods is the

thrifty resource utilization. Resource sharing is allowed
among different protection paths. However, we should
avoid the case when different demands would switch
over to the same protection path simultaneously. If only
single failures occur in the network, then two disjoint
(independent) working paths cannot fail simultaneous-
ly, therefore protection paths belonging to disjoint work-
ing paths can share resources. It results in a thrifty
resource usage, without losing the survivability in case
of any single failure [4].

Let us show a detailed example in Figure 1: two de-
mands are given with capacities of 10 and 15 units. Work-
ing paths are denoted by solid lines and protection
paths by dashed lines. In the first case (figure on the
left side) these demands have to be routed between
nodes 1-2 and 7-8 – it means the working paths have
no common resources, i.e. the protection paths can not
be simultaneously activated if only single failures occur.
Therefore the protection paths can share resources
among link 4-5, thus max (10;15) = 15 units of capacity
is allocated. In the second case (figure on the right)
these demands have to be routed between nodes 3-8
and 6-7, and both working paths use link 7-8. In this
case, if link 7-8 fails, both demands will use their pro-
tection paths, therefore 10+15=25 units of capacity have
to be allocated for protection paths on that link 7-8.

The capacity Cl of each link in the network is divid-
ed into three parts (Figure 2): the allocated capacity for

working paths (C’), the capacity used by protection paths,
that can be used by another ones according to the
above described criteria (C”), and the free, unused ca-
pacity: C-C’-C”. Different costs are assigned to these
parts, while the re-use of capacity reserved for protec-
tion paths means no extra allocation, unlike the use of
the free capacity-range. It results in a cost function with
two linear segments.

3. Dynamic Algorithms

Three different versions of a shared protection method
were implemented as references and as the basic ele-
ments of more complex algorithms, with different restric-
tions on the protection paths, ensuring more and more
flexibility in small steps.

The starting point was the Failure-Independent Shar-
ed Path Protection (F-I SPP), where after routing the work-
ing path, a single end-to-end disjoint protection path is
needed, with the lowest cost in the sense of the above
described capacity cost function (Figure 2). In case of
failure it re-routes the traffic to this single protection
path regardless of the location and type of the failure.

The next step was the Failure-Dependent Shared
Path Protection (F-D SPP), where after routing the work-
ing path, different protection paths are assigned for the
failure of each link on the working path. The protection
paths of the same working path are allowed to share
links with each other and other working paths consid-
ering the above described criteria. However, all protec-
tion paths have to be end-to-end disjoint from their
working ones.

Finally the failure-dependent Partially Disjoint Shared
Path Protection (PDSP) was implemented. It assigns
different protection paths for a single working path like
the F-D SPP, but it has fewer restrictions for the pro-
tection paths. This method can be classified as link pro-
tection and also as segment protection, while it assigns
different protection paths for the failures of any link on
the working path. These protection paths have to sub-
stitute a certain segment of the working path; anyway
they can use the rest of the links of the working path.
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Figure 1.  Spare Capacity Al locat ion

Figure 2.  Different Capacity Domains



The requirement of the previous methods (F-I/F-D
SPP) was that protection paths are disjoint from all links
of the corresponding working path. PDSP requires dis-
jointness only from the link of which failure it has to pro-
tect against. In this manner the protection paths can
have common links with their working ones, except for
only one link – and this is the difference between SPP
and PDSP. Due to the fewer restrictions, ranging from
F-I SPP through F-D SPP to PDSP the results are ex-
pected to improve in this particular order, especially for
the protection path establishment in the network.

The detailed operation of the failure-independent
SPP can be read in the next subsection, followed by
algorithms F-D SPP and PDSP.

3.1. Failure Independent Shared Path Protection 
(F-I SPP)

The basis of the more sophisticated methods, the F-I
SPP will be described now. It works as follows: 

• Step 1: For any new demand (onew): 
→ Use Dijkstra’s algorithm to find the shortest

working path. If not successful, 
the demand will be blocked, go to Step 1.

→ Hide all the edges of the working path (*)
• Step 2: For all edges l’ of the working path and for

all edges l” of the network (except hidden edges) com-
pute capacity Cl ’,l ”, which represents the amount of a-
vailable shared capacity for protection paths on link l”
when link l’ fails

• Step 3: Find the maximum of Cl ’,l ” for all l’ found so
far – this will be the value Cl ” (**). This is a failure-inde-
pendent method; the same protection path will be used
in case of any failure, therefore when determining the
available shared capacity the worst case has to be con-
sidered to have a suitable solution for every failure.

• Step 4: Calculate the cost increment required for
routing the protection path of demand onew with band-
width requirement bo based on Cl ” along all the links l”
of the network. It is the sum (Csum) of the available
shared capacity to be used (C”) with a lower linear cost
(marked with 1 in Figure 2, and the amount of unused
capacity (C-C’-C”) that has to be allocated with a high-
er linear cost (marked with 2 in Figure 2).

• Step 5: Use Dijkstra’s algorithm to find the optimal
protection paths, based on the cost increments describ-
ed in Step 4.

• Step 6: If succeeded, allocate the new paths; other-
wise de-allocate resources for terminated connections
and update capacity allocations; demand onew will be
blocked. If there are more demands go to Step 1.

In essence, Failure-Independent Shared Path Pro-
tection (F-I SPP) is a really fast and simple shared pro-
tection method. Unlike the adaptive methods, it cannot
reroute the previously allocated protection paths. SPP
is a failure-independent method, thus in case of failure
the traffic is switched to the same backup path, irre-
spective of the location and type of the failure.

The following two methods are modifications of F-I
SPP.

3.2. Failure Dependent Shared Path Protection (F-D SPP)
The failure-dependent version differs in the number

of protection paths to be allocated for a demand – the
F-D SPP assigns separate protection paths for the
case of failure of any links on the working path.
Therefore, a modification of Step 3 (marked with **) is
needed: no maximization of the Cl ’,l ” values is neces-
sary, and Steps 4 and 5 must be applied for every links
of the working path. If all executions of Dijkstra’s algo-
rithm in Step 5 succeeded, the working and protection
paths have to be allocated, otherwise the demand has
to be blocked.

3.3. Partially Disjoint Shared Path Protection (PDSP)
This one is a shared protection method operating on

segments of the network, i.e. segments of the working
paths. It means a difference in the set of edges not
available for the protection paths. It is a failure-indepen-
dent method, working with separate protection paths
for the case of the failure of any link on the working
path. Therefore, it works like F-D SPP described above,
but a modification is needed in Step 1 (marked with *):
not all the edges of the working path, but the only one
link e’ has to be hidden while establishing the protec-
tion path belonging to e’. It allows the algorithm to use
any other links of the network for the protection path. 

Table 1. Classif ication of algorithms

4. Adaptive Methods

We presented the dynamic methods: F-I/F-D SPP and
PDSP. In the next subsections, we explain the adap-
tive versions of these path and segment-protection me-
thods. First the necessary modeling trick (Link Doubling
– LD) to linearize the problem will be presented, fol-
lowed by the Mixed Integer Linear Program (MILP) for-
mulation of protection rearrangement and by our two
proposed methods, namely Shared Path Protection with
Link Doubling (SPP-LD) and Partially Disjoint Shared
Path protection with Link Doubling (PDSP-LD).

4.1. Link Doubling (LD)
When rearranging the protection paths, a serious

problem arises: the calculation of the available shared
capacity (Cl ’,l ”) hardly depends on the previously allo-
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cated protection paths. However, in case of adaptive
methods multiple protection paths have to be deter-
mined or altered simultaneously, and it also affects the
previously allocated protection paths. Therefore, the
calculation of the available shared capacity cannot be
based on the view of previously routed demands.

The Minimal Cost Multi-commodity Flow (MCMCF –
[9,12]) problem deals with this problem. Numerous so-
lutions can be found in the literature, e.g. some heuris-
tics, iterative solutions or Integer Linear Programming
(ILP) [13]. Our methods are based on ILP [14].

Our cost functions are not linear, but have two linear
segments (Figure 2). ILP needs linear cost functions,
therefore auxiliary variables are needed. These extra va-
riables can be illustrated by the Link Doubling modeling
trick.

The composite cost function of the edge between
nodes A and B actually belongs to two different parts
of capacity, and two appropriate linear cost functions.
These two can be separated: any edge of the network
should be substituted by two parallel edges, one for
each capacity range. The lower cost has to be assign-
ed to the shared resources, the higher cost to the un-
used resources as shown in Figure 2. This way the
number of edges doubles, therefore the complexity of
the problem gets higher, but ILP can be used for the
MCMCF problem.

4.2. MILP Formulation
Protection rearrangement means that a part of the

previously allocated protection resources has to be de-
allocated, and then allocated again simultaneously with
the new demand(s). A set of demands to be rearrang-
ed is selected for the case of any link failure in the net-
work. This way the system of protection paths can be
adapted to the altering network load.

To handle the above described special MCMCF prob-
lem a proper MILP (Mixed Integer Linear Program) for-
mulation is needed. Its role is to find an optimal solu-
tion for simultaneous routing of different protection
paths in the network based on the two-segment linear
cost functions, considering the disjointness criteria for
working and protection paths, and the flow conserva-
tion and link capacity constraints as well.

Objective: 

(1)

Esh stands for the edges created by LD, represent-
ing the shared capacity of the links, and Efree stands for
edges representing the unused capacity. As described
above, a set of demands (Te) is selected to be rear-
ranged for the failure of any link (e) in the network. The
amount of capacity needed by the protection path of
demand o on link l is represented by variable xl

o.
The two-segment capacity cost function is given by

the cost-coefficients for shared (γl) and unused (wl) ca-
pacity. By setting the γl /wl proportion the priorities for
using shared capacity can be affected. If γl is close to

zero, protection sharing is forced. It leads to thriftier ope-
ration, but it may result in longer protection paths,
avoiding the edges in Efree. If γl is close to wl, the use of
sharable capacity is not preferred over unused capaci-
ty. Extensive simulations have shown that the best re-
sults can be achieved by setting γl /wl ≈ 0.1, ∀ l ∈ E . 

Subject to: 

(2)

(3)

(4)

(5)

(6)

(7)

Equations (2) and (3) represent the capacity con-
straints for the free and sharable capacities, Eq. (4) is
the well known flow conservation constraint. Equation
(5) gives a constraint for the x variables, which may not
exceed the bandwidth of the corresponding demand.
Equation (6) allows flow splitting only between the par-
allel edges created by LD, using an auxiliary binary va-
riable, zi

o (Eq. 7).

4.3. Shared Path Protection with Link Doubling (SPP-LD)
This method is the adaptive extension of the failure-

dependent shared path protection (F-D SPP).
The basic idea of these adaptive methods is the abi-

lity to rearrange the protection paths, from time to time.
It allows us to exempt overloaded network elements by
moving a segment of the load to other parts of the net-
work. It allows higher control over the network load con-
ditions. Considering that protection paths do not carry
real traffic, they are just for backup purposes, altering
them does not cause service disruptions, therefore it re-
mains invisible for the customers. 

The more protection paths are routed simultaneously,
the better results are expected, however the complexity
of the problem grows exponentially. Therefore to rear-
range all of them at a time is not possible, but select-
ing a proper subset of protection paths makes it suit-
able.

New protection paths are assigned to the failure of any
link in the network, whereas these are failure-depen-
dent methods. When determining the protection paths for
link e, every protection path using e is rearranged. This
will be the Te subset of rearranged paths. 

Adaptive protection methods
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The SPP-LD algorithm works as follows:
• Step 1: For any new demand (onew):
→ Use Dijkstra’s algorithm to find the shortest

working path
• Step 2: For the edges e of the working path:
→ Hide temporarily link e. 
→ Set Te to contain the new demand onew and 

all the demands using e as a part of 
their working paths. 

• Step 3: De-allocate protection paths of Te.
• Step 4: Execute the MILP with an added path di-

versity constraint for all demands in Te to find the protec-
tion paths for the failure of link e

→ The path diversity constraint prevents protection
paths to use resources of the working path 
of corresponding demand, in case of SPP-LD 
it is as follows:

xe
o = 0 for all demands o∈ Te and links e∈ WPo

→ If the ILP is feasible, it means in case of 
the failure of link e all the protection paths 
of the previously routed demands in Te and 
the new demand can be allocated. If more links,
go to Step 2, otherwise allocate the working
and protection paths, and go to Step 1.

→ If the ILP is infeasible, the demand cannot be
allocated, the previous state of the network will
be restored and the demand onew will be blocked.

4.4. Partially Disjoint Shared Path Protection 
with Link Doubling (PDSP-LD)

This method is the adaptive extension of the par-
tially disjoint shared path protection (PDSP), described
in 3.3.

It is also based on the rearrangement of protection
paths, however differs from SPP-LD in its disjointness
criteria. The working and protection paths do not have
to be end-to-end disjoint, as it was in the case of path
protection. It assigns different protection paths to any
link of the working path for its failure, and as it was stat-
ed, these methods deal only with single failures. There-
fore, it is enough to make the protection paths disjoint
from the corresponding link, and allow them to use any
other links, while two different links of the working path
may not fail simultaneously.

Although the operation of the PDSP-LD is very simi-
lar to SPP-LD, the path diversity constraint of Step 4
described in the previous paragraph differs:

xe
o = 0 for all demands o ∈ Te

This prevents the protection paths to use the examin-
ed link of the working path, but allows them to use any
other links of the network, as it was described above.

5. Semi-Adaptive Methods

Adaptive methods afford higher flexibility and more cont-
rol over network load conditions, as the results will show.
From the aspect of performance these methods perform
well, as expected.

However there are some problems from the aspect
of applicability. The complexity of integer linear prog-
ramming results in seriously increasing computational
times, depending on the size, connectivity and other
attributes of the network. As the simulations show the
required time for establishing working and protection
paths in average for any single demand may be about
1.0-10.0 seconds of order of magnitude. And of course
the larger the network is the longer times are needed
(Table 2).

It makes adaptive methods useless for certain ser-
vices and conditions, therefore a trade-off between the
performance and flexibility of adaptive algorithms and
the low complexity of the dynamic methods is needed.

This trade-off can be realized in multiple ways, we
introduce here a really obvious solution. The dynamic
and adaptive algorithms use the same routine for work-
ing paths, but differ in the method for determining pro-
tection paths. Therefore, the working path of any new
demand can be established in the common way, and
then, first the dynamic routine will be used for the pro-
tection paths. In case of success the resources will be
allocated. 

The adaptive resource rearrangement mechanism will
be applied only in case when the dynamic routine fails.
Clearly it results in a faster algorithm, while in many ca-
ses the resource rearrangement mechanism is unnec-
essary, however it still has the ability of resource rear-
rangement.

The detailed operation of the Semi-Adaptive Shared
Path Protection (S-A SPP) and Semi-Adaptive Partially
Disjoint Shared Path Protection (S-A PDSP) is describ-
ed in the following paragraphs.

5.1. Semi-Adaptive Shared Path Protection (S-A SPP)
The concurrent use of path- and segment-protection

results in a complicated administration through the si-
multaneously established protection paths because diffe-
rent ILP-constraints are needed for path and segment
protection. Furthermore in some cases path protection
can be desired because its simpler management require-
ments, and a hybrid solution is not acceptable.

Therefore the investigation of a semi-adaptive path
protection method is reasonable. It works as follows:

• Step 1: For any new demand (onew):
→ Use Dijkstra’s algorithm to find the shortest

working path
• Step 2: Try to find protection paths for any link fail-

ure as described for the dynamic, failure-dependent shar-
ed path protection (F-D SPP) algorithm in its Steps 2-5.

• Step 3: In case of success allocate resources for
working and protection paths, go to Step 1, otherwise
proceed to Step 4.

• Step 4: Try to find protection paths for any link fail-
ure as described for the adaptive shared path protec-
tion (SPP-LD) algorithm in its Steps 2-4.

•  Step 5: If succeeded, allocate resources for the
new demand, otherwise onew has to be blocked. Go to
Step 1.
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Table 2. Network characterist ics

5.2. Semi-Adaptive 
Partially Disjoint Shared Path Protection (S-A PDSP)

It is a kind of segment protection, as described for
PDSP in 3.3. Of course it uses the protection path de-
termining routine of PDSP and PDSP-LD instead of
SPP and SPP-LD, otherwise it works as the above de-
scribed semi-adaptive shared path protection.

6. Numerical Results

We have compared the performance of these algo-
rithms on six well-known topologies consisting of 13-28
nodes and 19-61 edges. The three COST266 reference
networks with the same 28 nodes and different sets of
edges are of special interest from the aspect of the
effect of variable graph connectivity on the performance.
Table 2 shows the characteristics of the networks. The
traffic patterns consisted of sufficient amount of differ-
ent traffic demands to eliminate the effect of the initial
transient loading the empty network.

Blocking rates are an important aspect of the per-
formance analysis; therefore at first the results for this
topic will be presented. To investigate different blocking
ranges we have scaled the link capacities, not the traf-
fic. Note that increasing uniformly the capacity of each
link is analogous to decreasing bandwidth of traffic offe-
red to the network. For every
network-traffic pair a ten-
step simulation sequence
was carried out, with capa-
city values resulting in block-
ing rates from roughly 90%
to around 0%.

As we have previously
mentioned, we face the pro-
blem of high complexity and
computational time using
ILP, and it can distort the
results. When processing the
incoming demands, the rout-
ing method cannot spend a
long time to solve any single
ILP-problem of a new de-
mand, because it makes the
following demands wait for

it. Therefore a considerably strict time limit has to be
taken into account, and it has a distortion effect: some
ILP-problems that are feasible will not be calculated in
time, and it means there will be some demands with
enough capacity in the network to satisfy them, how-
ever due to this time limit, no protection paths will be
found for them, and they will be blocked. 

That is why we cannot count them as blocked de-
mands, nor as routed ones, because the bandwidth-
requirement of them is available, still not allocated in
the network. Therefore these demands are simply left
out from the statistics. It allows us to examine the po-
tential of the adaptive methods, however in practical
applications the limitations of computational time are
not negligible, and these demands will count as block-
ed ones. It is the reason why semi-adaptive algorithms
are needed.

The differences between the performances of the
described algorithms become more apparent when using
larger networks. Accordingly, if we focus on the results
of the simulation based on one of our largest networks
(COST266_BT – Figure 3), the following tendencies
are noticeable:

• Failure-dependent SPP provides lower blocking
rates than the failure-independent SPP

• The use of so-called “partially disjoint shared 
protection” results in significantly lower blocking
rates than fully-disjoint shared path protection, due
to more flexibility in the protection path-building
phase (SPP vs. PDSP, SPP-LD vs. PDSP-LD and
S-A SPP vs. S-A PDSP)

• Adaptive methods clearly perform better than the
dynamic methods because of the protection
rearrangement (SPP vs. SPP-LD, PDS vs. PDSP-LD)

• The semi-adaptive methods have lower blocking
rates than dynamic versions, but higher than the
adaptive algorithms, as expected (SPP < S-A SPP
< SPP-LD, PDSP < S-A PDSP < PDSP-LD)

Adaptive protection methods
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The topology characteristics of network COST266_RT
(low graph-connectivity, low average focal degree) make
it suitable to demonstrate the weaknesses of path pro-
tection. If we take a look at Figure 4, and focus on the
low-blocking capacity-range, a significant difference is
noticeable between the segment and path-protection
methods. 

Path protection algorithms need two totally disjoint
paths for every demand (for the whole source-destina-
tion route), and in sparse networks sometimes it is not
suitable. At the same time, for segment protection a set
of shorter path-duplications to protect different parts of
the working path is sufficient. This is the reason why
path protection methods cannot reach the 0% blocking
rates in a sparse network like COST266_RT.

The adaptive algorithms have further benefits be-
yond the lower blocking rates. Due to the frequent re-
arrangement of resources used for protection paths it
offers a more even resource usage. The simultaneous
protection path establishment for a group of demands
results in shorter protection paths, avoiding unneces-
sary long paths because of bottlenecks. Figure 5 shows
the length of the protection paths (in average): the ad-
aptive algorithms offer clearly the shortest paths, then
the semi-adaptive methods, and finally the dynamic ver-
sions. Furthermore, the adaptive methods need fewer
resources for the protection paths (Figure 6), which means
the shorter paths are not the result of less resource
sharing but the optimal reconfiguration.

Obviously by improving performance in finding the
optimal solution for protection paths the required com-
putational time grows. Its importance is that in some
cases it makes the adaptive methods not applicable:
for time-critical applications the permanent use of ILP is
not acceptable. Furthermore, these algorithms are cen-
tralized routing methods, and therefore these cannot
be used for large networks due to scalability problems
– if not simplified. Table 2 shows the relationship be-
tween the network properties and the time needed in

average for any single demand using adaptive algo-
rithms: it strongly depends on the number of nodes
(ten times longer for COST266_BT then NSFNet with
two times more edges and almost the same average
nodal degree), and slightly depends on the number of
edges (the three COST266 reference networks with dif-
ferent amount of edges need almost the same time).

We do not have to lose all the benefits of adaptive
methods neither for time-critical applications or large net-
works. The semi-adaptive methods could be the opti-
mal choice for these situations: these have the ability
to rearrange the protection paths, but for faster opera-
tion resource-reconfiguration is made only if a demand
cannot be routed without it. Furthermore, these meth-
ods are adaptable to different requirements and com-
promises between speed and performance by altering
the prevalence of rearrangement.

The following figures show the required average path
computational times (in sec.) required for any single de-
mand in the smallest and largest network tested (NSFNet
– Figure 7, COST266_TT – Figure 8): the semi-adap-
tive versions remain around 0.01 seconds ever for large
networks.

7. Conclusions

In this paper, a set of network protection algorithms
have been proposed. A group of dynamic methods
offered fast and simple solution, adaptive methods
were presented to improve performance, and semi-
adaptive versions as a trade-off between speed and
performance. Adaptive methods are based on the idea
of rearranging protection paths, since protection (back-
up) paths normally do not carry any traffic.

As the results show, due to this reconfiguration of
protection paths the adaptive methods achieve better
performance in the sense of throughput (lower blocking
rates), network utilization and even traffic distribution.

The drawback of these
methods was the complex-
ity of them: for time-critical
applications and large net-
works these are poorly app-
licable. Therefore semi-
adaptive versions were in-
troduced to reduce the ave-
rage per-demand compu-
tational time, and as the re-
sults show, these solutions
still have some of the be-
nefits of adaptive algorithms.
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Figure 5.  Average length of protection paths

Figure 6.  Network util ization for protection needs

Figure 7.  Computational times I.

Figure 8.  Computational times II.
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