
Introduction

Hungarian belongs to the Finno-Ugric Language family,
and – like the other members of this family – is a strong-
ly agglutinative language. The number of different word
forms is about hundreds of millions. Word forms are
composed by oblique stem and suffixes. In addition,
suffixes influence the form of stem in many cases.

The phonetic transcription of written form to spoken
one can be easily generated using some rules, but the
pronunciation of most words starting or ending with a
consonant depends on the adjacent words, because
difficult consonant combinations are replaced by sim-
pler ones by a hierarchy of the phonological rules. The
situation is more complicated in case of linking mor-
phemes. 

In the Laboratory of Speech Acoustics of the
Budapest University of Technology and Economics a
Hungarian continuous speech recognizer (ASR) has
been developed according to the standard knowledge
components in a state-of-the art ASR system. These
components, the acoustic pre-processing, the
acoustic-phonetic model [4] and the syntactic, morpho-
syntactic models have been optimalized.

The acoustic pre-processing is the following: the
sampling rate is set to 16 kHz, data is coded on 16 bits.
The frequency analysis was done in Bark scale (Bark
filterbank using 17 bands). The observation sequence
vectors, including first order time derivatives are calcu-
lated every 10 ms: 17 delta frequency Bark coefficients
+17 delta time frequency coefficients +1 energy coeffi-
cient are used alltogether. 

Phoneme based acoustic-phonetic models were
used for modeling the Hungarian phonemes. These
models are Quasi Continuous Hidden Markov Models
(QCMM) with 24 steps, and 5 states. These models

were trained and tested by using the Hungarian
Reference Speech Database [9]. The test results of
the acoustic pre-processing and the phoneme based
acoustic-phonetic models were presented in our earlier
work [8].

In this article the development of language models
in syntactic/morpho-syntactic level is presented. Bi-
gram models were constructed in two different ways: in
the first experimental setup, the basic linguistic units
are the word forms; in the second setup, morpheme
based bi-gram models were constructed. The training
corpus consisted of medical reports collected from the
Semmelweis University of Budapest (4000 records) and
from the Medical University of Szeged (6365 records) in
the field of endoscopy. In the first setup, the vocabu-
lary of the word forms (with 14 331 words) and in the
second one, the vocabulary of morphemes (with 6 824
morphemes) together with their pronunciation were pre-
pared based on this corpus. The HUMOR morpheme
analyser [5] was used to split the words into mor-
phemes. Medical reports were composed automatically
by the computer by recognition of the utterances pro-
nounced by physicians during the examination of
patients. These examination reports had been record-
ed from 5 speakers (4 records from each of these 5
physicians were used). These reports were recorded at
the Semmelweis University of Budapest.

1. The bi-gram language model

1.1. Description of the language model
We used a probabilistic language model (LM) based

on the assumption that the probability of a word
occurence depends on the words preceeding it. If the
language model computes the probability of a word
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occurrence using the previous n-1 words, it is called an
n-gram LM. In practice, language models are usually bi-
grams or tri-grams. 

The probability of an n-gram is computed from its
frequency within a training text, or corpus. In most cases,
corpus must be very large.

If the probability of a sequence of words is referred
to as then:

(1)

By limiting the context this can be replaced by the
following approximation:

(2)

where n>0 is an arbitrary selected integer number.
The probability of a word occurrence using the pre-

vious n-1 words:

(3)

where N(.) is the number of occurence for a given
word in the training set. We have used bi-gram model
in our experiments.

1.2. Smoothing of an N-gram model
The correct estimation of the probability of rare word

events is a primary concern in building language mod-
els. Generally, the training corpus must be very large in
order to ensure that rare words appear at least some
times. Instead of increasing the size of the text corpus,
different smoothing technics can be used to compen-
sate for data sparsity and to generalize the LM to bet-
ter model unseen events [6].

We used a non-linear smoothing technique. This
smoothing method, based on absolute discounting,
generally outperforms the others proposed in the liter-
ature [7]. Formula applied to the evaluation of the con-
ditional bi-gram probabilities becomes (4):

where |V| is the size of the vocabulary, n0(wi) is the
number of bi-grams that have the predecessor word wi
and that never occur during the training, P(wj) is the
probability of the unigram wj, 0 ≤Di ≤1 is a constant
value.

The non-linear interpolated model has some note-
worthy properties, interesting by modeling the condi-
tional probabilities. Indeed, if a certain predecessor word
is followed by a single word or by a few different words,
the effect of the smoothing will be less than in case if
the word is followed by many different words. If D=1,
the events seen only once are handled in the same
way as the unseen events. 

(5)

Here n1 and n2 are the number of bi-grams detected
exactly one and two times in the training set. We note
that D has an index depending on the predecessor word,

i.e. it is constant for all the bi-grams that have the same
predecessor. 

If the factor in (5) is neglected then D becomes
independent of the predecessor word [6].

2. Testing the language model, 
examination of perplexity

For the training of bi-gram LM models we used the
training corpus mentioned in the Intruduction. Training
texts were composed of corrected, annotated and pho-
netically transcribed medical reports collected from two
hospitals. This training corpus was divided into 4 groups:

• G.1 – Gastroscopy reports from 
Semmelweis University of Budapest, 
Faculty of Medicine, II. Department of Medicine
(Budapest gastroscopy)

• G.2 – Gastroscopy reports from 
University of Szeged, Faculty of Medicine,
(Szeged gastroscopy)

• G.3 – Colonoscopy reports from 
Semmelweis University of Budapest, 
Faculty of Medicine, II. Department of Medicine
(Budapest colonoscopy)

• G.4 – Colonoscopy reports from 
University of Szeged, Faculty of Medicine,
(Szeged colonoscopy)

These four groups and their combinations were used
for the training. For training of the acoustic-phonetic mo-
dels, the Hungarian Reference Speech Database [9]
was used.

2.1. Training conditions
Before training the LM, the vocabulary of the train-

ing texts of colonoscopy and gastroscopy were exam-
ined. It was found, that only a small part of the vocab-
ularies of Budapest and Szeged reports was common,
as it can be seen in the Table 1 (on next page). The rea-
son for this relatively poor coverage between Budapest
and Szeged corpus groups is the use of different ex-
pressions for preparing medical reports in the two insti-
tutions. Finally, all reports included in the four groups
were used together for LM training. 

Our later analysis also showed that the vocabular-
ies of the materials given for testing the recognizer con-
tained some new words which were not included in the
training corpus.

2.2. Perplexity based WER estimation
The recognition accuracy of speech recognition sys-

tems is usually characterized by the Word Error Rate
(WER) in scientific literature. 

The calculation of WER is an expensive process,
moreover, it would be very practical to introduce such
an indicator that can estimate the recognition accuracy
irrespectively of the acoustic-phonetic level. Perplexity
is such an estimation method which can help to examine
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the language model separated from the acoustic one.
The calculation of the perplexity is given by the follow-
ing equation:

(6)

where N is the number of words in the test corpus,
wi and wi-1 are the ith and (i-1)th words of the test corpus.

In case of a morpheme based LM, words are re-
placed by morphemes in the above formula. The value
of perplexity is a real number greater than 1. The clos-
er this value to 1, the better the coverage of the lan-
guage model on the given corpus. Too high values refer
to a language model that does not really cover the
selected test corpus.

3. Test results

To evaluate recognition results, we use some metrics
and abbreviations which are:

Standard recognition results for word-based LM
trained on the whole medical corpus (G.*) are shown in
Tables 2 and 3. The reason for the poor recognition
performance (high word error rates) was found to be
that although the LM training corpus covers well the
test corpus in terms of vocabulary, but not in terms of
bi-gram entries. Typically conjunction words were mostly
confused, which is explained by the different reporting
standards in the 2 hospitals. By training the LM on the
mixed corpus, we also incorporated a high “noise” into
the bi-gram field. 

If we have a look at Table 1, the differences bet-
ween the vocabularies of Budapest and Szeged hospi-
tals are obvious. Since speech data used for testing was
recorded in Budapest, we trained the LM by using only
the G.1 Budapest gastroscopy corpus. Results for this
setup are shown in Table 4.

Table 2.
Test results for gastroscopy with word unit based bi-gram
LM trained on G.1–G.2–G.3 and G.4 mixed; 
tested on recorded medical reports spoken by physicians.

Table 3. 
Test results for colonoscopy with word unit based bi-gram
LM trained on G.1- G.2 - G.3 and G.4 mixed; 
tested on recorded medical reports spoken by physicians

Table 4. 
Test results for gastroscopy with word unit based bi-gram

LM trained on G.1, tested on recorded medical reports
spoken by physicians

Results presented in Tables 2-4, were obtained by
using the utterances of physicians. These records were
however relatively noisy, articulation was also poor.
Hence, we re-recorded the same 20 reports in a low-
noise environment with accurate, standard articulation
in order to examine the effect of acoustic quality on
recognition performance. By using the same LM trained
on G.1 corpus, results are shown in Table 5. As it can
be seen, WER was reduced considerably. (The reason
for the little increase in the number of reference units in
Table 5. compared to Table 4. is explained by the accu-
rate articulation.)

Table 5. 
Test results for gastroscopy with word unit based bi-gram

LM trained on G.1, tested on medical reports recorded
with accurate articulation in low-noise environment

For a special case, we evaluated the recognition
performance in case of utterances included in LM train-
ing corpus. For this purpose we have chosen 10 re-
ports included in the Budapest gastroscopy (G.1) train-
ing corpus, we recorded them in low-noise environment
with accurate articulation. Results are shown in Table
6., as expected, WER is much lower, perplexity is also
very low. These results can be regarded as theoretical
optimum, in this case it was excluded that a missing
word from vocabulary, or a forbidden bigram entry influ-
ence recognition performance.

Table 6. 
Test results for gastroscopy with word unit based bi-gram

LM trained on G.1, tested on medical reports included 
in G.1, recorded with accurate articulation 

in low-noise environment

3.1. Conclusion for word based tests
Summarizing the results for word based LM testing,

it is obvious that Budapest gastroscopy and Budapest
colonoscopy reports are very different to the ones of
Szeged in terms of expression syntax. A bi-gram LM
based on a mixed Budapest-Szeged corpus is more
robust and includes more words in the vocabulary, but
in practice, recognition performance is worse by 5.54%
than in case of a bi-gram trained only on Budapest
gastroscopic reports.

Another crucial point is a relatively correct, accurate
articulation and a lowered noise level. We should re-
mark that 1 physician of the 5 asked to test the recog-
nizer spoke very low. If we eliminate his 4 reports from
the test set WER decreases to 24.27% from 30.52%.

The bi-gram LM trained on G.1 does not cover suffi-
ciently the area recommended by a physician user. This
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is verified in the last experiment and seen in Table 6.
Moreover, a detailed analysis of errors in the 20 test utter-
ances recorded from physicians and in the 20 utter-
ances recorded with accurate articulation, a very high
correlation was found between the errors in the corre-
sponding poor articulation – good articulation speech
utterances, which refers to data sparsity problem con-
cerning the LM training data.

Finally, a low rate for Acc might refer to an improper
coverage of the LM, since in this case the number of
insertions increases radically. Inserted units are usually
frequent words consisting of one or two syllables, whose
vowels correspond to the vowels of the original word
misrecognized.

3.2. Perplexity analysis
Relying on perplexity defined in section 1.2., we have

seen in section 1.3. that perplexity is occasionally a
good predictor of word error rates during recognition. In
this section we would like to examine if this
prediction is feasible or not. Perplexity is
usually used to characterize the language
model, but does not deal with the acoustic
level: hence, in theory, it is possible that a LM with rela-
tively low perplexity on a corpus yields worse recognition
results than a LM of higher perplexity because of even-
tual acoustic similarity of vocabulary elements. 

On Figure 1, correlation between perplexity and word
error rate is illustrated, measured on G.1 corpus for the
original test set of 20 medical reports. As it can be
seen, a linear dependence of WER on perplexity can
be assumed [1]. The variation of values on Fig.1. is
explained by the fact, that only a subset of the Hunga-
rian language is investigated. The other reason for this
has been already mentioned above: for some test utter-
ances, acoustical distance between vocabulary elements
is various, the closer they are in spectral properties, the
more likely is the confusion. This causes the right “shift”
of perplexity – WER value pairs seen on Fig.1 [4].

Figure 1. Correlation between perplexity and WER
(LM trained on G.1, low noise utterances)

3.3. Word- or morpheme-based LM?
Beyond the “traditional” word-based bi-gram LM, a

morpheme-based bi-gram was also prepared. Recogni-
tion tests for the morpheme-based LM were carried out
with the same conditions as for the word-based one,

the obtained results were quite similar for these two
cases (see Table 7). 

The advantage of the morpheme-based language
modeling is a considerable reduction in the size of
vocabulary, hence the size of the bi-gram field to store
and to use by recognition is also reduced, which is a
critical issue, since bi-gram fields are usually stored in
the memory during recognition to ensure a real-time
operation. Based on the whole LM training corpus, the
number of distinct words was found to be 14 331, but
the number of distinct morphemes that covered fully
the same corpus was only 6 706, less than the half of
the number of words. Since the size of the bi-gram field
is proportional to |V|2 (the square of vocabulary size),
this means that the bi-gram LM for words needs ~4.5
times more storage capacity in our case, moreover, the
operation will also be slower. The values of bi-gram pro-
babilities are higher in case of a minor vocabulary, which
is also advantageous.

Table 7. 
Recognition results with word-based and morpheme-based

LM trained on G.1, using test reports 
with accurate articulation

The disadvantage of morpheme-based language
modeling is the difficult handling of assimilation phe-
nomena across morpheme boundaries. The correct des-
cription of these events is not automatically feasible
currently. Another problem might be the existence of
some very short morphemes difficult to model (e.g. suf-
fix -t in Hungarian to express accusative).

4. Expanding the language model 
based on perplexity measures

Perplexity can be used to predict recognition accuracy
with the restrictions presented in section 2.2. We have
also shown the difference between test data included
directly or not included in the LM (see Tables 6 and 5).
The results in Table 6 are obviously better, since the
coverage of the LM was ensured for test corpus. In this
section we would like to investigate, whether it is pos-
sible to increase recognition accuracy by including into
the LM not the test corpus, but some typical word se-
quences from it. We would like to know also, how many
times a sequence should be included to get a LM with
corresponding weights for these bi-gram entries.

By training of missing word connections we were
looking for word sequences that had not been includ-
ed in the original training corpus G.1. This can be des-
cribed by the following formalism (here ‘+’ refers to one
or more repetitions as in regular expressions):

<word included in G.1> 
<word not included in G.1>+

<word included in G.1> (9)
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Our aim is to incorporate the missing bi-gram entries
into the training corpus without distorting the actual LM.
This explains why each word sequence selected for in-
corporation begins and ends with words already includ-
ed in the corpus. Hereby, the context of new items will
also be added.

4.1. Bi-gram weight optimization for new items
To determinate the number of times a selected word

sequence should be added to the training corpus, we

assume that relying on perplexity, we are able to predict
recognition performance with the given LM training corpus.

Please note, that perplexity values are not com-
parable normally, but in this special case, it can be a
good predictor because we carry out only minor modifi-
cations on the LM training corpus, preserving all other
characteristics of data. The expanding process can be
formalized like:

<original training corpus (G.1)>

<selected word sequences>* (10)
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Figure 2.1.  
Perplexity for test set depending on the number of 
repetit ion of missing word sequences

Figure 2.2. 
Perplexity for control set depending on the number of 

repetit ion of missing word sequences

Table 8.1. 
Recognition results for 

the selected 4 test reports
with original 

(non-expanded) LM

Table 8.2. 
Recognition results for 

the selected 4 test reports
with expanded LM 

(20 repetit ions of missing
word sequences)

Table 9.1. 
Recognition results for 

3 control test reports 
with original 

(non-expanded) LM

Table 9.2. 
Recognition results for 

3 control test reports 
with expanded LM 

(20 repetit ions of missing
word sequences)



where ‘*’ refers to the number of times a word se-
quence was added to the training corpus.

For testing, 4 medical reports were chosen from the
test set. The other 16 test reports were also kept to
control whether the LM becomes distorted. After the
determination of missing word sequences included in
these 4 reports, but missing form the LM training cor-
pus, these word sequences were added, progressively
increasing the number of times they were repeated, and
controlling whether perplexity measures for the rest of
the test reports (16) do not become worse. Our aim is
to increase recognition accuracy (predicted by perplex-
ity) for the 4 reports selected and keep or even improve
perplexity of the rest 16 test reports. 

In Figure 2.1. it can be seen that perplexity for the
4 test reports improves by adding the missing word se-
quences again and again. In parallel, in Figure 2.2.
perplexity for the 16 control reports improves until 18-
20 repetitions, but decreases after. According to Fi-
gures 2.1. and 2.2., the final repetition number was set
to 20. To control recognition performance, a full test pro-
cess was carried out again, after the expansion of LM
training set. Results can be seen in Tables 8.1-2. and
9.1-2.

As expected, recognition results for the 4 selected
reports are radically increased. Recognition results with-
out incorporation of missing word sequences are pre-
sented in Table 8.1., while after incorporation with 20
repetitions they change according to Table 8.2.

In Tables 9.1. and 9.2., recognition performance for
some control test reports are presented. As it can be
seen, they are only slightly influenced by LM expan-
sion, but there is no evidence of any LM distortion.

5. Conclusion

According to our investigations reviewed in this section,
language model expansion (and its implicit re-weight-
ing) is feasible, and by this expansion, the number of
times a missing item should be repeated can be deter-
mined using perplexity. This procedure does not de-
crease perplexity and recognition performance for LM.
This method can be used in the future to expand LM
fast and efficiently. An implementation of a self adap-
tation (LM tuning for user’s profile) algorithm might be a
result of our current investigations. 

On the other hand, the method we evaluated is not
a universal solution to the problem of LM updating. By
highly agglutinative languages, like Hungarian, usage
of new items by the ASR user is always possible, but
for a restricted area, like medical solutions for diagnos-
tics, the method can be suitable to ensure better per-
formance.
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