
In
our English version we tried to collect the best
papers of the last half year period. The aim is
clear but it is difficult to define the specification

of the “best papers”. It is an often used phrase in sev-
eral journals and conferences. In general it reflects a
long discussion and a voting process. In spite of this
the groups of experts participating in this process are
not fully happy with the result. Namely the extremely
new statements, or the high level content or the excel-
lent style can influence the readers but the weighting
of them is subjective.

The problem of selection in our English issue is
based on special aspects. We consider that the read-
ers of the English version are well educated, experi-
enced professionals, so real novelties must be pre-
sented. Reviewing the famous periodicals published in
English language we evaluated the up-to-date ques-
tions of the infocom field. We tried to fit our English ver-
sion to the problems which are interesting all over the
world. If we find no similar paper then there are to pos-
sibilities, either it is really new or it is out of date. We
hope the first will be valid.

In accordance with this principle the first group of
papers deals with sound and speech research. The
sound of music instruments has a great importance
solving music recording problems and in the course of
planning music halls. This topic is quite seldom pub-
lished in telecom journals, but this result has an impact
on telecom development too.

The second group deals with the protocols used in
telecom network engineering. The importance of soft-
ware engineering is growing. The next generation of
telecom network is based mainly of new software solu-
tion.

The filtering is a traditional technology in electronic
engineering, but its content is enhancing. Nowadays
new problems are arising. The spam and virus filtering
is an important task.

Further on we have some interesting papers dis-
cussing ratification and telecommunication regulation. I
try to collect this miscellaneous problem und the key-
world: Telecom Policy.

I hope at least one of these four broad general titles
will be interesting for our kind readers. They are cover-
ing new interesting solutions in the field of telecom-
infotech development the solution are offering more
comfortable and rather safe methods. It means they
may enhance the quality of the network, which is our
primary goal.

In the next month Prof. Csaba Szabó is taking over
my responsibility editing this periodical. I am sure he will
take over all advantages of the last five years. He is an
experienced and talented engineer who will modernize
our methods improving the content. I hope you will be
happy with the new structure of the journal and the
new topics achieving higher priority in the selection.
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1. Introduction

The intelligibility of speech can be improved by showing
the articulation of the speaker. This visual support is es-
sential in noisy environment and for hearing impaired
people. An artificial talking head can be a natural sup-
plement to the sophisticated acoustic speech synthesis.
The pioneer work of face animation for modelling the ar-
ticulation started about two decades ago. The develop-
ment of 3D body modelling, the evolution of computers
and the advances at the analysis of human utterance
enabled the development of realistic models.

Since the last decade the area has been develo-
ping dynamically and more and more applications have
appeared. The audio-visual speech recognition and
synthesis can open up a new prospect in the human-
machine interface. 

Virtual speakers and actors can improve the free-
dom of artists in multimedia applications. Teaching he-

aring impaired people to speak can be aided by an ac-
curately articulating virtual speaker, which can make its
face transparent and show the details of show the ut-
terance better than a human speaker.

2. Speech animation

The first visual speech synthesizers were based on a
2D head model, recalling beforehand stored images of
a speaker. Phases between keyframes sometimes we-
re produced by image morphing. A 2D model can hard-
ly provide head movements, gestures and emotions.

The progress at solid modelling directed the resear-
chers’ interest to the three-dimensional modelling. Eit-
her type of 3D models simulates facial expressions by
tensing muscles. They produce realistic results, but the
analysis of real muscular tensions is difficult. Surface
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Facial animation has progressed significantly over the past few years and a variety of algorithms and techniques now make

it possible to create highly realistic characters. Based on the author’s speechreading study and the development of 3D mo-

delling, a Hungarian talking head has been created. Our general approach is to use both static and dynamic observations of

natural speech to guide facial modelling. The evaluation of Hungarian consonants and vowels is presented for classifying vi-

semes - the smallest perceptible visual units of the articulation process. A three level dominance model has been introduced

that takes coarticulation into account. Each articulatory feature has been grouped to dominant, flexible or uncertain classes.

The analysis of the standard deviation and the trajectory of the features served the evaluation process. Acoustic speech and

articulation are linked with each other by a synchronising process. A filtering and smoothing algorithm has been developed

for the adaptation either to the tempo of the synthesized or natural speech. 
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Figure 2. 
Elements of a 2D head model [1]

Figure 1. 
Photorealistic and transparent visualization



models seem to be promising by acting textured poly-
gons. Their features can be analysed on human spe-
akers. 

2.1. The visual unit of speech
The visual parallel of shortest acoustic unit, a pho-

neme is called viseme. The set of visemes has fewer
elements than that of phonemes as utterances of se-
veral phonemes are visually the same. E.g. the voiced
quality is invisible and the voices of the same place of
articulation that are different only in duration or inten-
sity belong to the same viseme class. The static posi-
tions of the speech organ for Hungarian phonemes
can be found in essential publications. Figure 3 shows
the similarity of the same viseme on the speaker’s pho-
tograph [5] and the 3D model [6].

Figure 3. 
A photograph of a speaker and the 3D model of 
the same viseme.

The features of Hungarian visemes have been cre-
ated according to the word specimens of [4]. Table 1.
shows the resultant groups of visemes represented by
their Sampa codes.

Table 1. The Hungarian viseme classes

Remarks to the grouping:
• Viseme classes are based on the lip shapes, 

the invisible tongue position can be different 
e.g. o – 2, u – y.

• The lip opening of unlisted vowels are narrower
than that of their short counterparts.

• For synchronization an enlarged selection is used.
The main features of visemes can be adapted from

the published sound maps [4] and albums [5,6]. These
features are the foundation of keyframes that the arti-
culation is based on [7]. 

Features controlling the lips and tongue are crucial.
Basic lip properties are the opening and width, their ra-
te is related to lip round. The lip opening and the visibi-

lity of teeth are referred to the jaw movement. The ton-
gue is described by its horizontal and vertical position,
its bend and the shape of the tongue tip (Figure 4.).

Based upon the static features, the articulation pa-
rameters characteristic to the stationary section can be
set.

2.2. Dynamic operation
The dynamic features of continuous Hungarian ut-

terances have not been described yet. The usage of
motion phases represented in voice albums are limited,
and can be related only to the particular word of speci-
men. The other source of dynamic analysis are my own
studies in speechreading [8]. Trajectories of width and
height of lips and the visibility of teeth and tongue are
derived from there. These data drive the interpolation
between the motion phases.

Some features take their characteristic value, while
others do not reach their nominal value during utteran-
ce. All features of the visemes (eg. lip shape, tongue
position) were classified according to their dominance.
The categorization is based on the standard deviation
of the speechreading data. Viseme features can be di-
vided into three grades:

• dominant – coarticulation has no effect on them
• flexible – the neighbouring visemes affect them
• uncertain – the neighbourhood determines 

the feature.

Figure 5. 
Lip open and lip width of 

transitional (.) and stationary (*) phases of S.

Virtual speaker
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Vowels Consonants 
E b, p, m
e: f, v
ii t, d, n
2, o r
y, u s, z, ts, dz
A: l 
O S, Z, tS, dZ

t’, d’, j, J 
k, g
h

Figure 4. 
I l lustrative tongue posit ions 

for sounds n (left) and k-g (right).



Besides the standard deviation, the distribution of
transitional and stationary periods of visible features
help to determine the grade of dominance. In Figure 5.
the lip sizes of transitional and quasi stationary phases
of sound S can be seen. Among the transitional states,
determined by the neighbouring sounds, the features
of the middle frames cover a restricted area. 

The trajectory of viseme features can be also es-
sential for determining the dominance classes. Figure
6/a. shows the trajectory of lip sizes of viseme E. Ne-
vertheless, the curves cannot be traced one by one,
but it is observable that they go through a dense area
regardless of the starting and final states. The domi-
nant nature of vowels’ lip shape is obvious. 

In contrast, the uncertain features do not tend to a
certain value. The trajectory of h can be seen in Figu-
re 6/b. (To be able to track them, only a couple of cur-
ves are represented.)

Figure 6. 
Trajectory of l ip sizes of viseme E (a) and h (b)

Table 2. describes the dominance classes of lip sha-
pes while Table 3. shows that of horizontal position of
tongue. 

Table 2. Dominance grades of l ip shape

Table 3. 
Dominance grades of horizontal position of tongue

The dominance grades of visemes control the inter-
polation of the features. Other improvements – as in-
serting a permanent phase into long vowels – refine
the articulation.

3. Improving the naturalness

Studying the head movements of professional spe-
akers, moderate nodding, tilting and blinking were in-
troduced in a semi-random manner. Algorithm for head
movement and mimicry can hardly be created accor-
ding to prosody – these features are manually set by
tags (e.g. lifting eyebrows at sentence accent, or con-

trol the glance). In dialog systems
gestures can support the turn taking,
the lift of eyebrows can indicate pay-
ing attention, nodding can mean
acknowledgement.

3.1. Pre-articulation and filtering
Prior to utterance there is an apt.

300 ms silence period inserted – imita-
ting breathing by opening the mouth –
then the first dominant viseme is pro-
gressed from the neutral starting posi-
tion. By this pre-articulation the mouth
is formed before the sound is emitted
in like manner as natural speech. 

During the synchronization to natu-
ral or synthesized speech we were fa-
ced with different tempo of speech.
When the speech is slow viseme fea-
tures approach their nominal value,
while fast speech is articulated ro-
ughly. For flexible features the round
off is stronger in fast speech. A medi-
an filter is applied to interpolation of
flexible features: the values of ne-
ighbouring frames are sorted and the
median is chosen. A feature is formed
by the following steps:

– linear interpolation among values
of dominant and flexible features
neglecting the uncertain ones,

– in the neighbouring of flexible features median 
filtering is performed,

– these values are then filtered by the weighted
sum of the two previous frames, the actual and
the next one.

The weights of the filter are fixed, not depending on
the speech tempo. The smoothing filter refines the mo-
vements and reduces the peaks for fast speech. 

HÍRADÁSTECHNIKA

Dominant vowels, S, Z, tS, dZ
Uncertain k, g, r, h
Mixed p, b, m, l, j, n, J, f, v, s, z, ts, dz,, d, t, t’, d’

(lip opening is dominant, lip width is uncertain)

Dominant t, d, n, r, l, t’, d’, j, J, S, Z, tS, dZ, s, z, ts, dz 

Flexible vowels

Uncertain p, b, m, f, v, k, g, h

a)

b)
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Figure 7. The interpolation 
of dominant (first peak) and flexible (second peak) 
features for slow (a) and fast (b) speech after linear 
interpolation (...), median filtering (—) and smoothing (---).

Figure 7. depicts the effect of median filtering and
smoothing. In the example the slow speech contains
double as many frames as the fast one. 

3.2. Expressing of emotions
In multimodal speech we can confirm or disprove

the verbal message by gestures and body language.
After Ekman, the basic emotions can be selected in a
scalable manner: anger, disgust, fear, enjoyment, sad-
ness, surprise. Figure 8. depicts a couple of examples.

Figure 8. Expression of disgust and enjoyment 

4. Conclusions

This paper describes the results of several years of re-
search and development work that aim at working out
a Hungarian audio-visual text-to-speech system. In this

phase further refinement of co-articulation is
performed. Due to the time consuming rende-
ring process the virtual speaker can be utilized
for reading pre-recorded messages. In the ne-
ar future the results are going to be transferred
to a real-time rendering platform.

Sample videos can be found: 
http://mazsola.iit.uni-miskolc.hu/~czap/mintak
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1. Introduction

As a result of the convergence and integration of tele-
communications, information and media technologies
today, our world is headed towards the realization of an
information based society. The process with the most
profound effects in this transition – in addition to the
advancement of networks, mobility and computers –
is the transformation of human-computer interaction.
Speech technologies, such as speech synthesis, play
a fundamental role in this change.

Recent years have brought the new concept of cor-
pus based speech synthesis [1]. The core idea of the
concept is the generally accepted principle that the
quality of a waveform concatenation based speech
synthesizer will be determined largely by the number of
concatenation points. As the length of the elements
used in the synthesized speech increases, the number
of concatenation points decreases, resulting in higher
perceived quality. 

In the ideal case, all possible texts, or at least all
possible sentences would be stored as a single wave-
form element in the system’s database. Since this is in-
feasible in a practical implementation, shorter units are
introduced into the database, while aspiring to conca-
tenate the output speech using few elements with high
probability. The flexibility of the system makes it desi-
rable to use variable length elements instead of a cer-
tain fixed length [2].

A number of speech synthesizers have been crea-
ted for some languages spoken by many people follow-
ing the ideas outlined above [2], but a Hungarian im-
plementation was not yet available. The objective of
our work is therefore to create such a modern speech
synthesis system, building on results and experiences
of previous Hungarian solutions (Profivox [3,4] and
number synthesizer [5]). Since the creation of the re-
quired complex software is a task for several years, we
are developing a closed domain synthesizer first for we-

ather reports. This system allows simplified design, whi-
le serving as the foundation for a wide – or possibly un-
restricted – domain synthesizer.

This article reports on the first phase of the research
and development process. We give an overview of the
primary challenges of corpus based synthesis, propose
solutions to some of the problems, and present our ini-
tial experiments, which we use to evaluate the poten-
tial of the concept. The article is concluded by provi-
ding a summary of our work so far, and outlining the re-
search and development tasks lying ahead.

2. Design challenges 
in corpus based systems

In this section, we give a brief insight into the challen-
ges of designing corpus based systems, describe our
experiments and possible solutions to some of the pro-
blems.

2.1. Speaker selection
Matching of waveform elements, originally cut from

different parts of the speech corpus, is of paramount
importance to the quality of the synthesized speech.
This is ensured by an item selection algorithm, but the
speaker’s ability to produce speech with constant pro-
sody properties predetermines the selection possibili-
ties.

It is a basic requirement that the fundamental frequ-
ency (pitch) of the speaker should not fluctuate in a wi-
de range, for example. Although the pitch can later be
modified by signal processing methods, this interven-
tion has an adverse effect on the quality of the synthe-
sis. These considerations have led us to define some
requirements to be met by a speaker.

These requirements were the following: clear articu-
lation, pleasant tone, consistency (ability of the spe-
aker to produce the same phonemes in a similar fas-
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hion within one session, and also between sessions),
and availability (sufficient amount of audio recordings
accessible from the speaker). The eventual selection of
a speaker was made in several steps based on the re-
quirements.

We downloaded two full days of the broadcast ar-
chives for the stations available on the homepage of
the Hungarian Radio (Kossuth, Bartók and Petôfi sta-
tions). The audio files were accessible in an hourly bre-
akdown in RealAudio format, but the quality of these fi-
les didn’t permit detailed acoustic analyses.

Characteristics of the speakers were collected by
listening to the audio files multiple times. Comparison
of these features with each other and with the initial
requirements has resulted in our list of speakers de-
emed most appropriate for inclusion in the speech cor-
pus. 

We requested high quality audio recordings for the
selected speakers from the internal archives of the
Hungarian Radio. These files allowed more detailed in-
vestigations of acoustic properties, with the pitch and
intensity as the most important aspects. We studied the
values of these features on the time scale, the avera-
ges of the values, and the deviation from the average.
The analysis was concluded by proposing the speaker
with the most advantageous characteristics.

2.2. Issues of element selection
The key idea of corpus based synthesis is the ava-

ilability of multiple versions of elements for concatena-
tion during synthesis, making the selection of the best
element possible according to a given metric. While in
a diphone synthesizer the only consideration is the
match of the phonetic labels of concatenated dipho-
nes, in the corpus based solution multiple aspects can
be balanced with the use of a compound cost func-
tion.

The metric describing the correspondence between
a selected element and the portion of speech to be
synthesized is called the target cost [1]. The natural-
ness of the synthesized speech is strongly influenced
by the match between elements concatenated toget-
her. This is captured by the concatenation cost. By de-
finition, the concatenation cost of two neighboring ele-
ments from the speech corpus is zero, as the cut spe-
ech can be restored in its original natural form.

To investigate correspondence and matching, fea-
tures are specified at the levels of phoneme, syllable,
word and prosodic unit (such as a clause). Acoustic fe-
atures of speech (such as the pitch and formant struc-
ture) are not currently utilized in our system, as we sup-
pose that the prosodic features (such as the tone and
modality of the sentence) hold sufficiently strong discri-
minative power. After tuning the weights of the cost
function factors, the annotated speech corpus allows
determining both the correspondence between a por-
tion of speech and any part of the speech corpus, and
identifying the fit between any two elements selected
for concatenation.

Cost function factor weights can be adjusted by go-
ing through multiple iterations of listening test and mo-
dification phases. The correspondence of phonemes is
not an absolute requirement, which has the important
implication that phonemes of the same class can sub-
stitute one another, assuming that the concatenation
cost is significantly decreased by this exchange. The
utility of such a solution is explained by the fact that the
imprecise phoneme may go entirely unnoticed by the
listener if it fits well in the auditory environment (for
example in an unaccented case).

Element selection cannot be done one by one be-
cause the fit of elements to each other must be taken
into account. The goal of maximizing the overall quality
of the produced speech makes a method similar to the
Viterbi-algorithm [6] a plausible choice. Acoustic and
prosodic effects overarching sentence boundaries can
be disregarded, and therefore the target of optimal
synthesis is a single sentence. The cost to be minimi-
zed is the sum of the target and concatenation costs
for the entire sentence, over all possible selections of
units.

2.3. Specifying element size
The peculiarity of corpus based synthesis is that in

addition to making an element choice decision, the
length of the element to be inserted can also vary [6,7].
When – in accordance with the requirements outlined
in the previous section – the concatenation cost is ze-
ro for two adjacent elements from the speech corpus
(the elements occurred together in the recording), then
minimizing the cost function implicitly determines the si-
ze of the element as well.

However, this approach is not applicable in a real
setting. The speech synthesizer is designed for a limi-
ted, but not closed domain, which means that knowing
the target domain doesn’t exclude the occurrence of
new words (such as region names). To allow the syn-
thesis of any arbitrary word, the system must be able to
create speech from basic building blocks; diphone or
triphone based synthesis must be available. The buil-
ding blocks are necessarily the basic elements (dipho-
nes or triphones), if element size is specified with the
help of a cost function. Search space can contain se-
veral million elements in this case, resulting in a long ti-
me to find the appropriate element – and eventually re-
sulting in slow synthesis.

A possible solution is the acoustic clustering (AC,
[8]) of elements, such that elements clustered together
have minimal distances given by target cost function.
Clustering can be done offline when annotating the
speech corpus. The clusters can be used to reduce se-
arch space during synthesis. This approach has the
advantage of not explicitly binding clusters to certain
features.

In a different approach, longer elements (such as
phrases, words or syllables) are also labeled in the spe-
ech database, and can be selected directly (without
the implicit selection mechanism of a cost function)

Corpus-based speech synthesizer
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[9,10]. The Phonological Structure Matching (PSM, [8])
algorithm first searches for an element to be inserted
among the longer elements of higher levels. If this do-
es not succeed, search is continued at a lower level. In
the worst case (like when synthesizing a new word), the
building blocks will be the diphone or triphone elements
of the lowest level.

The PSM implemented in this manner still has to fa-
ce the large number of different elements at the lowest
level. This lead us to use acoustic clustering (AC) of
diphones in our system below the segment level, while
letting PSM select the element size above this level
[8,11]. 

Consequently, at least one instance of all possible
diphones must exist in the recorded speech corpus. To
ensure this, we split the texts for the announcer to two
parts, designed along different lines. The first part pro-
vides coverage of frequent words and phrases as de-
termined from the statistical properties of the target do-
main, and allows selecting the longest possible ele-
ments for concatenation. The other part ensures cove-
rage of diphones for the diphone based synthesis.

2.4. Database design and statistical analysis
The quality of corpus based synthesizers is funda-

mentally influenced by the construction of the speech
corpus, which the element selection algorithm can later
use to retrieve elements of varying sizes [8,12]. An ef-
ficient element selection algorithm assumes a well
structured data storage solution. Care must also be ta-
ken to allow later potential extensions in the designed
and realized database, without risking inconsistency.

The design of a well utilized speech corpus requires
determining an optimal set of elements for storage in
the database. Optimality in this case means finding an
equilibrium between a large number of elements de-
manded by quality requirements, and a minimal ele-
ment number constrained by performance consider-
ations.

To help in finding an element set of optimal size and
composition along these guidelines, we conducted so-
me statistical analyses. Our investigations are based
on a continuously growing collection of texts containing
weather reports from various Hungarian sources on the
Internet. The analysis database stores word forms and
word form pairs, allowing statistical analyses for word
forms, word form pairs and general statistical properties
(such as the number and modality of sentences). A
syllable-level analysis database is also under develop-
ment. 

The main table of the database contains word in-
stances. Every word instance has an identifier and type
(word, number, abbreviation, sign, punctuation), and
the identifier of the preceding and following words, po-
sition in sentence, and sentence position in text are al-
so stored. The position of the word in its sentence is re-
corded by two – numerical and structural – properties.
The former means the number of the word in the sen-
tence, while the latter shows whether the words is at

the beginning or end of a sentence, preceding or fol-
lowing a comma, or in an enumeration. Any word in-
stance can belong to more than one of these catego-
ries.

Before starting with the statistical analyses, we cre-
ated a data table of abbreviations and their resolu-
tions, storing the frequency of occurrence as well. A list
of common misspelled words was also created, giving
the correct form of the words and the frequency of the
misspelled version. The construction of these tables
was helped by a certain level of automation, but was
mostly done by hand. In practice, abbreviation resolu-
tion was done by looking for features of words indica-
ting an abbreviation, – such as three-letter long words
containing only consonants are typically abbreviations,
– and then reviewing the list manually. We used an ex-
ternal spell checking solution to collect misspelled
words from our text corpus.

Our investigations revealed that the most common
types of errors were mistakes in accentuation. The nor-
malization of the text corpus was accomplished using
the abbreviation and misspelled word tables. It is
worthwhile to note that these tables will be of further
use in automating the correction of new weather report
texts.

The 20 sources of weather reports (such as http://
www.met.hu) provided 56,000 sentences, containing
670,000 elements (words, numbers, abbreviations,
signs and punctuations – signs are the “+”, the “-”, the
“plus” and “minus” words) between April 2004 and May
2005. Some 493,000 of these are words (5200 distinct
word forms), 43,000 are numbers, and the rest are
punctuation and signs. Almost all sentences are state-
ments; there were only a few questions and exclama-
tions. On average, there are 10 words in a sentence
(including numbers as well). The average length of
words is slightly over 6 letters, which might seem unin-
tuitive, as the list of most frequent words are topped by
definite pronouns, one or two letters in length. The ex-
planation lies in the frequent presence of longer than
average weather related expressions (such as “hômér-
séklet”, “várható”, “csúcsértéke”, “felhôzet”; “temperatu-
re”, “expected”, “peak”, “clouds”). The length of the lon-
gest word is 23 letters (“hômérséklet-csökkenéssel”;
“with decrease in temperature”). Hyphenated words we-
re regarded as a single word (such as “Dél-Dunántúl”;
“South-Transdanubia”).

A table of word length distribution was created, which
showed that words between lengths of 6 and 10 appe-
ar in the most various forms. These, and further investi-
gations of words include words in the traditional sense
only, and do not include numbers and punctuation.

The frequency of word forms was also investigated:
our list of words was labeled with the coverage percen-
tage provided by each word. For the kth word this me-
ans that a list of the k most frequent word forms would
cover a portion of our weather report corpus; the size
of this portion is given by the sum of coverage percen-
tages for the k words. 

HÍRADÁSTECHNIKA
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Figure 1.  Coverage graph for weather reports

Our analysis led to the conclusion that the 10 most
frequent word forms cover 31% of the input corpus. As
little as 500 words ensure 92% coverage, while with
2300 words this reaches 99%. A corpus from an unrest-
ricted domain requires approximately 70,000 word
forms to reach 90% coverage [13]. 

This favorable property is the result of the restricted
domain, and in part a result of the limited annual cove-
rage of the weather report corpus (the unavailability of
archived weather report texts limited us to one year of
our data collection period). Our further inquiries will con-
centrate on factoring out the latter. However it is impor-
tant to notice, that these properties are almost exactly
the same as the ones we got from our previous analy-
sis based on a half year collection period, so we assu-
me that these results are mainly due to the restricted
domain. The coverage diagrams for the restricted and
general domains are shown on Figure 1. and Figure 2.
for reference.

Any word form must be
available in multiple surroun-
dings, as the pronunciation
varies with the word’s position
in the sentence or with the
different adjacent sounds.
Considering this need, the fi-
nal corpus will contain more
word forms than the minimum
required for simple coverage.
This has led us to create sta-
tistics concentrating on word
form frequencies in view of
the left and right context. Fre-
quent words (such as “hômér-
séklet”; “temperature”) need
to be recorded occurring in
most of their frequent context
types.

In order to take into consideration the position of a
word inside the sentence, our data table was created
to store information on this aspect as well. The actual
position number is of little importance in a practical so-
lution, since structural information captures location de-
pendent word realization in sufficient detail. This struc-
tural information represents different pronunciation re-
quirements as the beginning or end of a sentence, and
before or after a comma (at clause boundaries and in
enumerations). The design of the speech corpus has
to incorporate this knowledge. In addition to investiga-
ting properties of individual words, the statistical analy-
ses have to deal with words pairs (and word chains in
the general case), to allow high quality synthesis of fre-
quent phrases.

Finally, we created a list of foreign words appearing
in weather reports (such as “Dubrovnik”), as these ha-
ve to be synthesized differently. A possible solution is
an exception dictionary, containing the correct Hunga-
rian pronunciation of these foreign words (“Dubrovnik”

Corpus-based speech synthesizer
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Figure 2.  Coverage graphs for the general domain (source: [13])



would be translated to “dubrovnyik”, which corresponds
to the Hungarian pronunciation of this word).

Considering the construction of the speech corpus,
the design process has to select a small set from the
available large text corpus, providing a good coverage
for the entire corpus. A greedy selection algorithm is
commonly used to achieve this goal [12]. This is a sim-
ple iterative solution, selecting entire sentences from
the large text corpus, guided by a target of high cove-
rage for the input corpus. Each iteration adds a sen-
tence containing the highest number of words that are
not yet covered by the selected corpus. An element is
considered to be not covered if the corpus under con-
struction does not contain an element with the same
feature vector (a vector with parameters of interest
(such as tone or intensity) as dimensions. Values along
dimensions express how much a certain property is va-
lid for the element. The iterative process terminates
when the corpus under construction fulfills some prede-
fined requirements (such as providing a given covera-
ge ratio).

A key point to the success of the algorithm is the si-
ze and composition of the feature vector. A long vector
results in high differentiation between elements, and
results in the algorithm failing to cover most of the ele-
ments. A short vector will results in multiple coverage of
most elements, prohibiting the selection of the most ap-
propriate one. An optimal solution is not known, but se-
veral proposals outlining the composition of the featu-
re space are available (such as emphasizing stress or
the left and right contexts). A traditional solution asso-
ciates a boolean value to features (criteria fulfilled or
not), but fuzzy implementations, allowing a continuum
of values between 0 and 1 also exist, such as in con-
sidering a match of left contexts. Stress is best repre-
sented with two possible values (stressed or unstres-
sed). The success of the fuzzy solution mostly depends
on the mapping of feature fulfillment levels to non-bi-
nary values.

The algorithm is generally used to obtain full dipho-
ne coverage, but can be extended to also select sen-
tences that contain elements (words, word pairs) that
are worthwhile for inclusion in the created corpus, bas-
ed on their frequent occurrence shown by the statisti-
cal analyses. As mentioned previously, the investiga-
tions need to consider factors other than the frequency
of occurrence, such as the context. 

Database design must also consider the LNRE phe-
nomenon (Large Number of Rare Events, [14]), which
means that while the majority of elements rarely occur
in speech, – and therefore each of these elements are
rarely used in synthesis, – the number of such ele-
ments is so significant that at least one will be neces-
sary for the synthesis of any given sentence.

Since the creation of the speech corpus focuses on
including the most frequent syllables, words, phrases
and sentences, the existence of the LNRE phenome-
non implies that virtually all sentences requested for
synthesis will contain portions that have no correspon-

ding elements in the database. This means that the
corpus must be constructed to include all possible dip-
hones in at least one version, but the more frequent
ones in multiple contexts. Such a design ensures that
all portions of an input text can be synthesized to spe-
ech; using diphones in the worst case [11]. The num-
ber of possible diphones equals the square of the
number of phonemes plus one (as silence can also be
part of a diphone). However, not all diphones are ne-
cessary, as full diphone coverage can be achieved with
at most a couple of thousand elements in European
languages [15].

Once the speech corpus has been created along
the above guidelines, it must be stored in a data struc-
ture allowing efficient element selection. This data struc-
ture is comprised of three fundamentally different parts. 

The first is the collection of files containing the wa-
veforms. Each file contains the annotated waveform of
a single sentence. This solution, while ensuring a small
file size, also allows using one file to load an element,
since synthesis doesn’t require elements overlapping
sentence boundaries. 

The second part of the data structure contains the
diphones. The directory of diphones is stored in a tree
data structure, containing feature vectors and referen-
ces to the files containing the diphones. The tree con-
tains elements in the order of their appearance in the
corpus, such that an inorder traversal of the tree re-
turns the original corpus [16]. This is relevant in allow-
ing a simple implementation of the varying element si-
ze selection. To select an element longer than a single
diphone, the diphones returned along the inorder tra-
versal of the tree initiated at the starting element can
simply be concatenated. 

The third part of our data structure speeds up se-
arch in the tree. We created a word tree [17], storing
diphones such that nodes of this tree correspond to
possible prefixes of the diphones, and the leaves of
the tree contain references to diphones in the first tree.

When retrieving an element starting with a certain
diphone, the leaf referencing this diphone is first loca-
ted in the word tree (multiple matches are stored in a
chained list). The requested longer element can then
be obtained by the inorder walk in the corpus mapping
tree.

The hierarchy described above can be improved by
creating word trees for words, word pairs and senten-
ces, in addition to making one for diphones. Creation
of the data structure must ensure easy maintainability
of consistency. As an extension of the database would
take place before synthesis, allowing an update of the
related search structures in addition to the update of
the waveform files.

2.5. Listening experiments
We performed a proof of concept experiment based

on the weather forecasts collected from the online ar-
chives of the Hungarian Radio. The weather forecasts
of two consecutive days on radio stations Kossuth, Pe-
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tôfi and Bartók were used.
Although the linguistic con-
tent of these utterances were
given, we could use them to
evaluate the capabilities of
the system being developed.
Our aim was to predict the
naturalness of the speech
produced by a corpus-based
system by manually synthesi-
zing sentences of weather
forecasts.

We analysed 149 weather
forecasts by 22 announcers.
There were just a small num-
ber of recordings available
from each announcer that made the synthesis task har-
der than that of the system under development. Seve-
ral words occur only once for some speakers. On the
other hand, a number of words occur in almost every
forecast since the recordings are taken from a two day
period. During this short period there was not enough
time for the forecasts to change much.

In order to get comparable results, we hand synthe-
sized sentences on some announcers’ voice that are
also available on another voice. This is the rationale
behind not choosing arbitrary sentences to be synthe-
sized. The small corpus size was another reason. First,
we selected the announcers with the highest represen-
tation in the corpus. Then we transcribed the forecasts
belonging to them. In the transcript of the resulting 54
weather forecasts, we picked five sentences that con-
sist of words that are also available by another speaker
in a similar context. The details of the selected senten-
ces are summarized in Table 1. where a horizontal line
in a sentence denotes a concatenation point.  

The stimuli for our listening experiment consisted of
the five hand synthesized sentences, five natural utte-

rances and five-five sentences synthesized by the dip-
hone-based and the triphone-based Profivox text-to-
speech system with automatic prosody (the triphone-
based system is under development).

The five native Hungarian subjects were instructed
to rate the naturalness of each one of the 20 recordings
on a scale between 1 and 9. The means and standard
deviations of the ratings are shown on Figure 3.

According to the results, the triphone-based appro-
ach showed little improvement over the diphone-based
system. Note that the former one is not a deployed sys-
tem yet (among others, new signal processing algo-
rithms are being implemented). The manually synthesi-
zed corpus-based sentences achieved a score two po-
ints higher than the systems employing concatenation
of short, fixed-length units. The corpus-based stimuli was
outperformed only by the natural utterances. The stan-
dard deviation is relatively small for each group that al-
lows us to draw general conclusions. As it was expec-
ted, the scores of the natural utterances showed the
lowest variability.

Our experiment predicts a
significant improvement in na-
turalness for the corpus-bas-
ed text-to-speech system. Es-
sentially, it is not expected
that systems based on the
concatenation of fixed-length
units can achieve a compa-
rable speech quality improve-
ment. The corpus-based ap-
proach also has its draw-
backs, such as a large data-
base has to be recorded, la-
beled, stored and searched.
Furthermore, the domain is li-
mited and the computational
complexity is far higher than
for fixed-length concatena-
tion.

Corpus-based speech synthesizer
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Sentence Original speaker
         Speaker of 
synthesized sentence

# of elements 
concatenated

Table 1.  Properties of synthesized sentences

Figure 3.  
Results of listening tests: average and standard deviation



3. Conclusion

The corpus-based approach to text-to-speech synthe-
sis is a novel concept that has not been applied to
Hungarian yet. It opens the way for synthetic speech to
approach the quality of natural speech. 

In this paper we outlined the fundamentals of this
concept and gave a detailed progress report on the
ongoing research at the Budapest University of Techno-
logy and Economics, TMIT Laboratory of Speech Tech-
nology (BME TMIT Beszédkutatási Laboratórium). The
goal of this research project is to develop a limited do-
main, corpus-based TTS for Hungarian. 

We gave an account of the statistical analysis per-
formed on weather forecasts, the method of voice se-
lection and discussed some other design issues. We
conducted a listening experiment in order to predict the
quality improvement achievable by the corpus-based
approach.

Encouraged by the promising results, the next
phase of our project is the implementation of the sys-
tem. We are developing an algorithm for unit selection
on multiple levels based on the results of our statistical
analysis of the target domain. In the first version, we
plan to define word and word N-gram levels and to rest-
rict the input to a limited vocabulary. The second ver-
sion would enable the synthesis of arbitrary words by
backing off to a set of diphones based on acoustic
clustering. The weights for the features used to calcu-
late concatenation and target costs will be estimated
by a sequence of iterative listening tests and refine-
ments.

Acknowledgement

The authors would like to thank their colleagues at
the BME TMIT Laboratory of Speech Technology for
their invaluable help. We especially thank the Hungari-
an Radio for authorizing access to high quality weather
report recordings.

References

[1] Bernd Möbius, “Corpus-Based Speech Synthesis:
Methods and Challenges”, 
Arbeitspapiere des Instituts für Maschinelle Sprach-
verarbeitung (Univ. Stuttgart), 
AIMS 6 (4), pp.87–116., 2000.

[2] Yi, J.R.W., Glass, J.R., “Natural-Sounding Speech
Synthesis using Variable-Length Units”, 
Proc. ICSLP-98, Sydney Australia, 
Vol. 4, pp.1167–1170., 1998.

[3] Olaszy, G., Németh G., Olaszi, P., Kiss, G., Gordos, G.,
“PROFIVOX – A Hungarian Professional TTS System
for Telecommunications Applications”, 
International Journal of Speech Technology, 
Vol. 3, Numbers 3/4, pp.201–216., Dec. 2000.

[4] Olaszi Péter, “Magyar nyelvû beszéd-szöveg átalakítás:
nyelvi modellek, algoritmusok és megvalósításuk”
(Hungarian Text-To-Speech Synthesis: 
Linguistic Models, Algorithms and their Implementation)
PhD dissertation, BME, Budapest,
pp.5–15., 2002.

[5] G. Olaszy, G. Németh, “IVR for Banking and 
Residential Telephone Subscribers Using Stored
Messages Combined with a New Number-to-Speech
Synthesis Method”, 
in D. Gardner-Bonneau ed., Human Factors and 
Interactive Voice Response Systems, Kluwer, 
pp.237–255., 1999.

[6] Jon Rong-Wei Yi, “Natural-Sounding Speech 
Synthesis Using Variable-Length Units”, 
Master of Engineering Thesis, 
Massachusetts Institute of Technology, 1997.

[7] S. P. Kishore and Alan W. Black, 
“Unit Size in Unit Selection Speech Synthesis”, 
Eurospeech 2003, pp.1317–1320., 2003. 

[8] Antje Schweitzer, Norbert Braunschweiler, 
Tanja Klankert, Bernd Möbius, Bettina Sauberlich,
“Restricted Unlimited Domain Synthesis”, 
Eurospeech 2003, pp.1321–1324., 2003.

[9] Eric Lewis and Mark Tatham, “Word and Syllable
Concatenation in Text-to-Speech Synthesis”, 
Eurospeech 2001, Vol. 2, pp.615–618., 1999.

[10] Eric Lewis and Mark Tatham, 
“Automatic Segmentation of Recorded Speech into
Syllables for Speech Synthesis”, 
Eurospeech 2001, pp.1703–1706., 2001. 

[11] Michael Pucher, Friedrich Neubarth, Erhard Rank,
Georg Niklfeld, Qi Guan, “Combining Non-uniform
Unit Selection with Diphone Based Synthesis”, 
Eurospeech 2003, pp.1329–1332., 2003. 

[12] Baris Bozkurt, Ozlem Ozturk, Thierry Dutoit, 
“Text Design for TTS Speech Corpus Building Using
a Modified Greedy Selection”, 
Eurospeech 2003, pp.277–280., 2003. 

[13] G. Németh, Cs. Zainkó, “Word Unit Based 
Multilingual Comparative Analysis of Text Corpora”, 
Eurospeech 2001, pp.2035–2038., 2001. 

[14] Ove Andersen, Charles Hoequist, 
“Keeping Rare Events Rare”, 
Eurospeech 2003, Vol. 2., pp.1337–1340., 2003. 

[15] Dr. Gordos Géza, Takács György, 
“Digitális beszédfeldolgozás” 
(Digital Speech Processing, in Hungarian), 
Mûszaki Könyvkiadó, pp.191–197, 1983.

[16] Rónyai L., Ivanyos G., Szabó R., “Algoritmusok” 
(Algorithms, in Hungarian), Typotex, p.60., 1999. 

[17] Knuth, D. E., 
“A számítógép-programozás mûvészete”, 
(The Art of Computer Programming, in Hungarian),
Mûszaki Könyvkiadó, Budapest, p.503., 1988.

HÍRADÁSTECHNIKA

12 VOLUME LX. • 2005/6



1. The limits of the MIDI standard

The main function of MIDI is the synchronisation of the
system beyond the transmission of control informa-
tions required for sound synthesis [1]. Devices utilizing
MIDI protocol are equipped with 3 connector types.
The IN connector is physically connected to the OUT
connector of the adjacent unit, and the THRU output
allows the user to form a chain topology of MIDI devi-
ces by sending the inbound data right to the device’s
THRU port. Using this method supports only connec-
tion topologies of limited structure without using auxi-
liary units. 

It is also a quite common problem to combine more
outputs into one input, which can only be solved with
an external device, the MIDI Merger, too. Considering
the maximal length of a few meters of the connection
cables, the devices to be connected cannot be placed
in an arbitrary order and distance, and further consider-
ations have to be made if more than 15-20 devices are
connected because of the increasing size, price and
delay of the routing and switching units. We will not de-
al with the limits of the standard concerning the imple-
mentation henceforth.

2. Applying Bluetooth for 
MIDI connections

Among others Bluetooth is one of the inexpensive wi-
reless solutions for the replacement of MIDI connec-
tions. The power consumption, the sufficient range and
the prosperous noise resistance of the single units al-
so make it applicable for this purpose. MIDI connec-
tions formed with Bluetooth can eliminate not only the
cable but the other devices needed for the connection,
so that they can be integrated into such existing de-
vices. Although presented in a different way in other
works [4], this paper describes a new method for reali-
zing MIDI connections beyond the functionalities a MI-
DI cable offers.

Choosing the proper connection 
and the packet type for MIDI
The current 1.2 standard of Bluetooth supports one

master and seven active slaves per piconet, although
much more than seven slaves can be connected to it
in parked state [2,3]. 

The master controls the channel access. All the ot-
her participants’ clocks in the piconet are synchronized
to the clock of the master and every unit is synchroni-
zed to the master in hopping frequency, too. The mas-
ter may start a transmission only in even slots and a re-
ception only in odd slots, while the slaves may do this
vice versa: they may start a transmission only in even
slots. 

The above apply only for the initiation of the trans-
mission: it can take up more than one slot, but the
length must be an odd number of slots.

We choose the ACL type
transmission for the MIDI app-
lication. One piconet sup-
ports one such type of data
channel. The standard defi-
nes seven packet types for
ACL connections, the maxi-
mum number of transmis-
sible bytes are shown in
Table 1.

We use the M-type pac-
kets for the data transfer, be-
cause they utilize 2/3 FEC
encoding for error detection
and correction, while the H
packets feature neither error
checking nor correction.

Hub-based topology and its advantages
The hub-based topology (Figure 1.) of the Blue-

tooth piconet facilitates the MIDI application. With bro-
adcast type messages and correct settings any con-
nection topology can be implemented, including the
connections modifying the data stream, too. 
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Figure 1.  Hub-based topology

When setting up the connection we already know
which slave unit will serve as a MIDI In and which as a
MIDI Out. The Bluetooth based implementation includes
the collateral possibility of looping back one’s output to
itself as an input – which is usually called ‘MIDI Echo’.

Implementing basic MIDI connection types
To be able to create any type of connection topo-

logy, we have to implement the logical connections re-
placing the MIDI In, MIDI Out, the MIDI Thru Box (Hub),
MIDI Merge, Echo and Patch Bay, either are they devi-
ces or functions.

1. MIDI Out/In (MIDI cable)
The data of the MIDI devices connected to the sla-

ve units get to the other device(s) indirectly via the mas-
ter device. The user assigns the In and Out ports. The
master device polls the first device, which sends its MI-
DI data back to the master. This data will be broadcast
by the master to every active slave. Based on the set
topology the S1 unit may ignore the incoming data
(see Figure 2.).

2. MIDI Hub (Thru Box)
It is an easy task to connect one input to multiple

outputs with these logical connections. After being pol-

led by the master, the S1 slave sends its MIDI data.
The only output port in this system is S1, so the polling
ends after this point, and the master passes the data
in a broadcast message to every slave. Since S1 is not
configured as an input, it will discard the incoming MIDI
messages. The constant delay of the arriving data with
even more than one slave is a collateral advantage. 

3. MIDI Merge Box
To unify two or more inputs in one output the mas-

ter polls S1, which responds by sending its MIDI data.
This data is temporarily stored in the master device for
the broadcast packet, which is to be sent later, after
polling S2 and getting its data. Slaves not configured
as an input will discard the received data. There is ne-
ed, however, to process the MIDI data streams before
they are being merged for keeping its consistency, but
the S3 could easily do this locally before sending the
data to the MIDI device. 

The suggested protocol concept and its timing 
The logical units of the MIDI data, the messages

have to be collected and split into packets when using
the Bluetooth system. The MIDI bytes in the packets
transmitted in a time unit (MIDI slot) are always broken
on a message boundary. One exception exists: the
System Exclusive message (SysEx), which can be of
an arbitrary length. The incoming MIDI bytes are read
one after the other from the MIDI Out ports by the pre-
defined topology, which then form packets of constant
length for each Out ports and are sent to the appro-
priate In-s. In some cases the packets have to be pro-
cessed in order not to exceed the MIDI bandwidth (e.g.
when merging). Such a cycle is called a MIDI slot from
now on, which must have a firmly constant length in ti-
me. Considering the possibility of the reception of a va-
riable number of bytes in a MIDI slot, the packet length
and the delay time have to be computed for the case
of the maximal byte count. 

The timing of a MIDI slot (using DM3 packet with sin-
gle transmission) is as follows:

1. The master polls the first slave that connects to a
MIDI device with an Out port in the 0th Bluetooth
(BT) slot [5].
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2. The addressed slave replies with a DM3 packet
of constant length containing the received MIDI
data. This transmission begins in the 1st and ends
in the 3rd Bluetooth slot. If there are more than
one Out-s in the system, the described process
from step 1. is applied to each of them.

3. 2 empty BT slots follow, and then a DM3, DM5 or
DH5 type of packet (depending on the number of
the Out-s) is broadcast to every slave. The mas-
ter device starts to construct the broadcast pac-
ket to be sent while still receiving data from the
slaves (the UART ports of the BT modules and
the Host Controllers are full-duplex), so there is
only a little time to wait for the insertion of the da-
ta of the last slave. Since an even BT is coming
after the data packet of the last slave, the system
has to wait for the next even BT slot before it can
send the broadcast message. This causes an
additional delay of 2 BT slots.

4. Finally one empty BT slot comes, because the
next polling sequence may start only in an even
BT slot and the broadcast packet may not be re-
sponded. The whole cycle repeats from step 1.

To sum up, the amount of the needed BT slots are: 

NBT_SLOTS = 4*O + 2 + x + 1

where O is the number of Out-s and x is 3 in the
case of using DM3 and 5 when using DM5 packets for
broadcasting.

Let B be the length of the MIDI slot in bytes: 

B = SMIDI · TBT,

where SMIDI = 3125 bytes/s, the transfer speed of
the MIDI line and TBT = 625 µs, the length of a BT slot.

In the interest of the planning of the timing let us
calculate the maximum need of byte count to be trans-
mitted. In the case of 1 active Out the maximum num-
ber of the transmitted MIDI bytes in a MIDI slot is:

B1_OUT = SMIDI · TBT · (1+1+2+1+1) = 

= 6*SMIDITBT = 11.71875 ⇒ 12 bytes

where we rounded the sum up, considering the
worst case. The terms of the sum are: 1 poll from mas-
ter to slave, 1 response from slave to the master, 2
empty BT slots, 1 broadcast from the master to the sla-
ves and 1 empty slot, which is 6 BT slots altogether, the
length of the MIDI slot.

The above calculated value is 2 bytes less than the
effective value, because most MIDI messages consist
of 2 or 3 bytes, and it can happen that a 3-byte mes-
sage follows after the 11th byte. The effective maximal
length of a BT packet is such:

BTO_TRANSMIT = B1_OUT + 2 = 14 bytes.

To be able to keep the timing constant both at high
and low loads, let the length of the transmitted packets
be constant, regardless of the number of useful bytes

in them. The trasmission needs 2 more administrative
bytes (a header and a footer). The one-byte header
has to contain the number of the Outs, so that the mer-
ger can use this to identify the stream in which it has to
insert the incoming bytes, while the one-byte footer in-
dicates the end of the packet, which is implemented by
using a byte not defined in the MIDI standard. So

BMERGER = BTO_TRANSMIT + 2 = 16 bytes

is the number of bytes that is to be transmitted du-
ring a MIDI slot. Since the DM1 packet can contain ex-
actly 18 bytes of useful data and lasts for 1 BT slot, it
is ideal to transmit this amount of information with this
type of packet.

It is pretty plausible to use a Bluetooth module with
an UART-type Host Controller Interface (HCI) because
of its flexibility and simplicity, so from now on we show
the timing values calculated specifically for UART bas-
ed systems.

To be fair with the calculations by systems built with
UART HCI BT modules it must be considered that the
packet formatting needs 5 more bytes (1 byte ACL
identifier, 2 bytes of connection handle, the ID of the
master-slave physical attachment on-the-air, 2 bytes of
flags and a packet length information, which is calcula-
ted without the 5 header bytes). These bytes will not be
sent on the air, so we do not have to change the pac-
ket type. So 21 bytes have to be transmitted to the BT
module, and the other module also will transmit this
amount of bytes to its host. 

With a 1 382 400 bits/s UART this process lasts for
152 µs (1 start bit + 8 data bits + 1 stop bit = 10 bits.
TUART = 10*21 / 1382400 = 152 µs), this is 24,3% of the
length of the BT slot. 

This calculation gives 506 µs for 2 Out-s with DM3
packets, which is still less than the length of a BT slot -
which means that the timing will remain accurate. 

In the case of 3 Out-s the situation is as follows:
B3_OUT = 20*SMIDITBT = 40 bytes, because the broad-
cast packet must last 5 BT slots, as the length of the
packet is 132 bytes which already needs the DM5 pac-
ket. The transmission lasts for 354 µs for the slaves
and 998 µs for the master. 

The length of the broadcast is 204 bytes in the case
of having 4 Out-s in the system. The transmission times
are 405 µs and 1519 µs, respectively. 

After all there are no obstacles to use 5 Out-s in a pi-
conet, but the broadcast packet cannot be realized
using M packets here because of the 295 bytes to be
transmitted. The transmission times are 463 µs and 2177
µs for the slaves and for the master. The latter is 3.48 in
terms of BT slots, so the timing is still not vulnerable. 

More than 5 Out-s are not applicable in the same pi-
conet because of the bandwidth limits of the current
Bluetooth technology. 

Unfortunately in the respect of data protection and
security the solutions above are pretty bad – neverthe-
less their delay is the best without doubt – because
they transmit everything only once to the recipient. The

Wireless MIDI over Bluetooth
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2/3 FEC coding improves the noise margin a bit, but
the connection quality is still the function of the spatial
placement and distance of the units. The most trivial
method to minimize the packet loss probability is to use
multiple transmissions. 

Using 1 Out we can retransmit the data even 3
times; in this case the delay time is 16 ms, but it is still
only 21 ms with 4 times of retransmission. 

With 2 Out-s the maximum number of retransmis-
sions is 2 (including the polling, the responses and the
broadcasts); the delay time is then 18.75 ms. 

Having 3 Out-s enables 2 transmissions for the pol-
ling, but does not allow us to retransmit the broadcast
messages any more if we want to keep the timing. How-
ever, the broadcast can be repeated one more time if
we use DH5 packets. With more than 3 Out-s none of
the retransmission techniques can be applied with the
data speed of the current Bluetooth standard. 

The above are summarized in Table 2. We remark
that using 1 Out port the throughput limit of Bluetooth
enables 14 times of retransmissions without affecting
the time stability of the MIDI slot.

Figure 3.  The structure of the broadcast packet

The structure of the MIDI packets
Assuming maximum 3 Out-s Figure 3. shows the

structure of the broadcast packet. 
The DATA markings stand for the MIDI data of the

each individual slave units. The termination mark of the
data and the broadcast packet is the 0xF9 and 0xFD
byte respectively, which are not defined in the MIDI
standard. If the MIDI devices utilize the not defined
0xF4, 0xF5, 0xF9 or 0xFD MIDI bytes which are used
for packet formatting, the packet headers, the timing
and the structure of the protocol has to be modified to
be able to transmit these bytes, too. 

The maximum length of the broadcast packet is 238
bytes (DH5 packet, 3 Out-s, double transmission). The
contents of the poll message are indifferent.

Reducing the overall latency by creating a scatternet
Using more masters simultaneously the latency can

be decreased by distributing the Out units among the
different masters. Unfortunately it is not easy to avoid
masters transfer on the same frequency, although BT
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1.2 implements a method to avoid this, so there is even
more need for multiple transmissions, which increases
the latency at the same time. Creating arbitrary connec-
tion topologies is then realized by connecting the pico-
nets, which is known as scatternet. It can be formed in
more ways from piconets: a slave unit may operate as
a master in the other piconet, or individual masters
might be wired via a high-speed link. 

Considering the MIDI implementation the first met-
hod is nowise adequate, because the multifunctional
S8/M2 device (see Figure 4.) can only serve one of its
functions at a time – synchronism cannot be achieved.
However this raises another problem: what happens if
the slave units of Out functionality are not balanced
equally in the several piconets. As we could see in the
discussion of the protocol timing, the latency increases
and the parameters of the protocol implementation to
be applied (e.g. number of retransmissions, type of BT
packets) vary with the increase of the amount of the
Out-s. 

We find most expedient building a system where the
end user does not have to reconfigure the whole sys-
tem manually when putting a new master in operation
and also does not have to set up the new connection
topology in an uncomfortable and lengthy manner.
When distributing the Out-s we have to strain after that
each master gets the least Out-s possible and that the
In-s receiving data from the same Out-s get into the sa-
me piconet, so that the least data have to be transmit-
ted outside the piconet. 

3. Conclusion

This paper made a proposal for a Bluetooth protocol
conception and investigated its feasibility for implemen-
ting wireless MIDI connections. In spite that the imple-
mentations using Bluetooth did not succeed so far, the
system described here fully exploits the more incre-
asing throughput of Bluetooth. It allows acceptably sa-
fe data transfer while maintaining constant latency. 

A system based on the contents of this paper can
be easily extended by new units so that the overall
latency can be decreased while the number of client
units can be increased. 

The most important conclusions for the feasibility of
the system are: 

(1) retransmission – at least for 2 times is needed to
achieve a safer connection, 

(2) a piconet may contain up to 3 MIDI Out-s, whe-
re only two Out-s are suggested to transmit data
to the same piconet, 

(3) there is no need for use of broadcast messages
if there are no Out-s connected to a piconet, the
DM3 packet is ideal for 1 or 2 Out-s, delay times
of them are 16.25 ms and 18.75 ms, respecti-
vely, with a different number of retransmissions
for each; while in the case of 3 Out-s, the DH5
packet should be used which results in 23.75 ms
latency, and 

(4) 3 masters at most can be tied together in the
same area while maintaining a sufficient data re-
ception probability if using Bluetooth 1.1. This
does not apply for the 1.2 standard, which can
implement piconets with arbitrary distribution of
the 79 frequency channels.
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1. Introduction

Nowadays, the object-oriented programming (OOP) is
the dominant paradigm of software engineering. The
solutions provided by OOP can be applied to facilitate
creating well-structured program as well as the code
reuse. That is the reason for its wide adoption and its
relative dominance. The concept behind the OO ap-
proach is that the program under development consists
of autonomous entities, so-called objects, whose func-
tionality is realized by the communications of these ob-
jects. This method, according to the experience, sup-
plies a well-structured solution even for complex sys-
tems [1,2].

If a complex problem is decomposed into objects,
the creation of the autonomous entities is focused
along with the encapsulation of the data and the rela-
ted operations. In this way, however, we have to igno-
re more important logical aspects of structuring and
grouping, such as persistence or debug, which charac-
teristically scattered across the code. This makes the
software difficult to comprehend and maintain. These
tangled but logically connected code parts that are
scattered across different module are called crosscut-
ting concerns.

An example for crosscutting concerns can be tra-
cing the execution of a program. Distributed applica-
tions frequently write a log file, which helps debugging
in case of an application error with collecting all the
function calls and exceptions.

In order to write a log file, each
class must contain program lines im-
plementing the log functionality, usu-
ally scattered, whereas the code parts
that perform logging are closely con-
nected: they realize the same func-
tion.

As another possible example [3] the UML class di-
agram of a simple figure editor is illustrated in Figure 1.
The FigureElement has two concrete descendants: the
Point and the Line. 

The decomposition into classes seems promising:
both classes have a well-defined interface, and the da-
ta is encapsulated with the operations performed on
them. However, the screen manager must be notified
about the movement of each element. That demands
that each function performing movements should notify
the screen manager. The rectangle DisplayUpdating
frames the functions that should implement this featu-
re. Similarly, the rectangles Point and Line frame the
functions implementing concerns related to them. It is
worth noting that the DisplayUpdate square fits into no-
ne of the other rectangles in the figure, but it cuts ac-
ross them. 

Extending the OO facilities, Aspect-Oriented Pro-
gramming (AOP) [4] offers a solution to the problem of
crosscutting concerns. AOP divides the program code
on the basis of the concerns that they contribute to the
operation of the program. Approaching the problem in
an AOP way, we can group the concerns into aspects
implemented separately and independently of each ot-
her, and then an aspect weaver application joins these
separate parts. Weaving is dependent on the particu-
lar AOP implementation it can happen either dynami-
cally at run-time or statically at compiling time or after
that.
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If OOP is applied, the implementation of the cros-
scutting concerns are scattered across the system.
However, if AOP mechanisms are used, the concern
surrounded by the rectangle DisplayUpdate can be im-
plemented using only one aspect. Besides these AOP
facilitates thinking in aspects also on the design level
along with realizing modularity. 

The key point in modularization is that the program
parts constituting one unit can be supplied in one
physical unit as well. It is a general principle that the co-
hesion inside a module should be strong, and the mo-
dules should be loosely coupled. Using abstraction we
can highlight the common traits of different elements.
While the abstraction is rather vertical, separating the
crosscutting concerns we can achieve structuring our
system horizontally.

A programming paradigm or technology is mainly
determined by the type of abstraction it uses. The fre-
quent, repetitive code snippets or patterns mean the
lack of abstraction facilities. The redundancy is unwan-
ted, because a small change in the design may result
that several, not connected module needs to be chan-
ged.

2. Crosscutting Concerns 

Separating concerns means the ability that we need to
identify and highlight those parts of the software which
realize a concrete intention or goal. Separation of con-
cerns primarily aims at decomposition of the software
into parts that can be treated more easily and compre-
hensible. A natural question is how to accomplish this
decomposition. What are the functions that should be-
long to a class or an aspect? 

It is important to notice that the crosscutting is con-
nected with a specific decomposition, since the cros-
scutting concerns cannot be separated completely.
The basic design rule is to consider the fundamental
concerns as a primary abstraction, and to implement
them in classes and their extensions with aspects is do-
ne afterwards if needed. 

Regarding the figure editor example, there are two
important design concerns: representing the graphical
elements and tracing the movement of them. The clas-
ses depicted in Figure 1 represent the first concern.
Each graphical class encompasses its inner data struc-
ture, which can be extended with aggregation and in-
heritance. The second concern, tracing the movement
of the elements, should be implemented as separate
classes, but the firs concern prevents this, because the
functions realizing the movements are part of the grap-
hical classes because of the encapsulation. The sys-
tem could have been designed around the concern tra-
cing the movements, but in that case the graphical
functionality would have crosscut the tracing classes.
Which solution is better?

The problem can be solved with the help of the do-
minant decomposition. The software – similarly to

books – is written like text, as the book consists of
chapters and paragraphs, the software has modules
e.g. classes. The modules constituting the dominant
decomposition contain uniform concerns and most of
the time they can be executed separately. A dominant
module cannot contain concern crosscutting several ot-
her modules. These are going to be crosscutting con-
cerns. 

Typical crosscutting concerns are synchronization,
monitoring, buffering, transaction handling or context-
sensitive error handling. Crosscutting concerns can be
very high-level, e.g. security or the aspects of quality of
service (QoS).

3. Aspect-Oriented Programming

The AOP paradigm was created in the mid-90s, and it
has become an important area of research related to
programming languages, so it is expected to gain mo-
re popularity. 

It is apt to say that every programming language
has a feature since Fortran, that facilitate to separate
the concerns with subroutines. Subroutines are still
useful constructs, and OOP cannot exist without block
structures or structured programming. Similarly, AOP
does not replace the technologies in use. 

It happens quite often that the concerns cannot be
realized by simple procedure calls, because a concern
gets mixed with other structural elements, and beco-
mes a fuzzy mess. The other disadvantage of subrou-
tines that the programmers working on the caller com-
ponent must be aware of the concerns, they must
know how to include or use them. Besides the subrou-
tines, AOP offers a call mechanism, where the develo-
pers of the caller components do not need to know
about the extending concerns, namely, about calling
the subroutine.

The two most important principle of AOP are the se-
paration of crosscutting concerns and the modularity
[5]. AOP has recognized that the boundary of modular
units is rarely the same as the boundary of concerns.
The modularization can be solved with certain con-
cerns, but the code implementing the crosscutting con-
cerns are scattered across the program, crosscutting
the modular units. The main goal of AOP is to make it
possible that the crosscutting concerns can be organi-
zed into autonomous modular units, thus it decrease
the complexity of the software product (code and/or de-
sign), and the reuse, readability and maintenance of
the program becomes simpler.

An aspect is a modular unit of implementation; it en-
capsulates a behavior, which affects several classes.
Using AOP we implement the application in an arbitrary
OO language (e.g. C++, Java or C#), then we deal with
the crosscutting concerns, which means including the
aspects. Applying the aspect weaver, finally, the execu-
table application is built via combining the code and
the aspects. As a result, the aspect becomes the part
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of the implementation of several functions, modules, or
objects, thus increasing the reuse as well as the main-
tenance facilities. 

The weaving process is depicted in Figure 2. (on
the next page). It is worth noting that the original code
does not need not to know anything about the exten-
ding aspect, if one translates it without weaving, the re-
sult is the original application. If the aspects are inclu-
ded, the result is the application extended with the
functionality of the aspects. It means that the original
code need not be changed; the same program is used
in both cases. 

AOP enhances, but does not replace OOP. It offers
a different type of decomposition, in addition to clas-
ses, it introduces new element of modularization to re-
alize each aspect separately from the classes in a dif-
ferent place. AOP is built on OOP, the objects and
functions are not considered to be obsolete, aspects
are meant to be used together with them. 

The enhancement provided by AOP is that the
entry point is declared by the function instead of the
caller, which is not aware of calling the function. If the
entry point of a function is given in the called part, it is
woven into the code (obviously, it compiles to function
call on the programming language level, but it is hand-
led by the weaver automatically). Since the called code
can be executed independently from its extension, as
it has already been mentioned, this is a useful feature. 

E.g. for memory paging, operating systems use a
dirty bit to register the changes on the memory pages.
If there is a change, the modified data must be saved
to the storage. Using AOP techniques, handling the
dirty bit can be separated from paging: the system can
be executed with or without dirty bit handling, and the
functions related to dirty bit handling are physically in
the same place, instead of being scattered across the
code according to the entry points.

Now a question arises, namely, how to provide whe-
re we want a piece of code to be called such that it do-
es not appear in the caller part at all. The solution is the
join point. The join points mean those well-defined pla-
ces in the program, where the aspect interacts with the
other parts of the system. 

The join points mean the places of the program text
or an execution point, so they can be divided into sta-
tic or dynamic join points, respectively. Static join points
are the first statement of a public function in case of
the logging example, which results in a log file where
the function call stack can be traced. Dynamic join po-
ints are connected with the events of the program exe-
cution like a method call (both inside of outside of the
function), attribute query, throwing an exception, initia-
lizing a class or an object.

Aspect reuse is a fundamental result of AOP. The
simple, small aspects facilitate the reuse of individual

pieces of code more. Learning from the expe-
riences and collecting aspects we can create
aspect libraries. An apt question is how to de-
al with the large number of aspects and what
notation should be used for them. This and si-
milar questions are expected to be resear-
ched in the next few years.

A really important but open issue is the se-
mantical correctness of the aspects. In case
of component-based systems there has
always been a question how to ensure the
correct operation of the components. The AO
approach offers far richer mechanisms than
those provided by interfaces or message-bas-

ed connections. Each aspect must thoroughly be exa-
mined from the point of specification and component
test. If we use an aspect, there is no guarantee that we
have the correct operation in every place where we
reuse it afterwards. A way must be found to describe
the operation of the aspects under specific circum-
stances. 

Having presented the AOP, we briefly introduce the
three most popular AOP implementations.

AspectJ 
The environment AspectJ (www.aspectj.org) is a na-

tural extension to Java: every Java program is an As-
pectJ program as well. The AspectJ introduces the fol-
lowing new programming language constructs for the
AOP definitions [6,7]:

• aspect: A new programming unit, which encapsula-
tes the crosscutting concerns. An aspect can con-
tain the definitions of pointcuts, advices and intro-
ductions. Similarly to classes, they can have met-
hods and data members. 

• pointcut: It defines a set of dynamic join points with
the help of a logical expression. These are called
pointcut descriptors. Pointcuts can be parameteri-
zed, the objects of the pointcut environment can be
passed to the advice in the parameters. 

• advice: It is a programming unit similar to methods.
Advices are always associated with a pointcut. Their
body contains the behavior that should be executed
in the join point described by the pointcut.

• introduction: Introductions help to define new data
members and methods in classes. Here the join po-
int is the class. 
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In order to decide the runtime order in which the ele-
ments of the aspects associated with the same join po-
int are executed, precedence relations have been es-
tablished within the aspects [8].

Classes and aspects are not on the same level in
AspectJ [9,10]. 

Whereas classes can be regarded as autonomous
entities, aspects can be interpreted along with the clas-
ses whose crosscutting cede they contain. The as-
pects can be considered that they contain the modifi-
cations of the original program code. Therefore as-
pects cannot be compiled alone, their reuse is possible
on the source level only. The current AspectJ imple-
mentation works at compile-time only and the base pro-
gram code is also necessary [11].

Hyperspaces – HyperJ 
The hyperspace approach (www.research.ibm.com/

hyperspace/index.htm) is based on the multidimensio-
nal separation of concerns. According to this principle
there are several concerns of different types in the
software, while the currently popular languages and
methods facilitate the decomposition driven by only
one concern. This phenomenon is called the tyranny of
the dominant decomposition. The basis of the domi-
nant decomposition is classes (OO languages), func-
tions (functional languages) and rules (rule-based pro-
gramming languages). 

Hyperspaces facilitate identifying explicitly an arbi-
trary dimension of the concerns in the arbitrary phase
of the development process. The hyperspace model
uses the following definitions:

• hyperspace: It is for identifying the concerns.
Hyperspace means the set of the software building
blocks. E.g. classes in an OO environment, a met-
hod, or a data member. The hyperspace organizes
these elements into a multidimensional matrix. In
the imaginary coordinate system of the hyperspace
the concerns are the dimensions, and the coordina-
tes are the specific concerns within a dimension.
The coordinates of the units in the hyperspace de-
fine concern that the given unit describes. 

• hyperslice: It encapsulates the concerns. The units
belonging to the same concerns are placed on the
same hyperslice. Defining hyperslices we can en-
capsulate the units related to the concerns.

• hypermodule: It serves as a basis to integrate the
concerns. A hypermodule encompasses a set of
the hyperspaces to be integrated as well as the int-
egrating relations describing the way of the integra-
tion and the relations between the hyperslices.

The tool HyperJ is a Java implementation for multi-
dimensional separation of concerns [12]. The HyperJ
performs the integration on the compiled hyperslice
packages, not on the source code, thus one can remo-
dularize the already existing applications for reuse. The
join points are static, their definitions are contained by
the specification of the hypermodule.

Composition Filters
Since in the OO languages the behavior is determi-

ned by the messages passed between the objects, a
large scale of the behavioral modifications can be achi-
eved by manipulating the incoming and outgoing mes-
sages (typically the function calls) of the objects.

In the model of composition filters (http://trese.cs.
utwente.nl/composition_filters/) the manipulation and
analysis of the messages are performed by filters. The
model expresses the crosscutting concerns as the mo-
dular and orthogonal extensions of the objects. The
modularity is ensured by the well-defined interfaces of
the filters, and they inherently independent from the im-
plementation of the objects [13,14]. The filters are ort-
hogonal to each other, because in their specification
there is no reference to other filters.

4. AOP and 
crosscutting constraints

Aspect-Oriented Software Development (AOSD) [4] is a
new technology that has introduced the separation of
concerns (SoC) in software development. The methods
of AOSD facilitate the modularization of crosscutting
concerns within a system. Aspects may appear in any
stage of the software development lifecycle (e.g. re-
quirements, specification, design, implementation etc.).
Crosscutting concerns can range from high-level no-
tions of security to low-level notions like caching and
from functional requirements such as business rules to
non-functional requirements like transactions. AOSD
has started at the programming level of the software
development life-cycle and the last decade several as-
pect-oriented programming languages have been in-
troduced. 

Aspect-oriented programming eliminates the cros-
scutting concerns in the programming language level,
but the aspect-oriented techniques must be applicable
on a higher abstraction level as well to solve this issue.
In [15] an aspect oriented approach is introduced for
software model containing constraints where the domi-
nant decomposition is based upon the functional hier-
archy of a physical system.

The modularization of crosscutting concerns is also
useful in model transformation. Model transformation
means converting an input model available at the be-
ginning of the transformation process to an output mo-
del or to source code. Models can be considered spe-
cial graphs; simply contain nodes and edges between
them. This mathematical background makes possible
to treat models as labeled graphs and to apply graph
transformation algorithms to models using graph rewri-
ting. Therefore a widely used approach to model trans-
formation applies graph rewriting [16] as the underlying
transformation technique, which is a powerful tool with
a strong mathematical background. 

The atoms of graph transformation are rewriting ru-
les, each rewriting rule consists of a left hand side
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graph (LHS) and right hand side graph (RHS). Applying
a graph rewriting rule means finding an isomorphic oc-
currence (match) of the LHS in the graph the rule be-
ing applied to (host graph), and replacing this sub-
graph with RHS. Replacing means removing elements
that are in the LHS but not in the RHS, and gluing ele-
ments that are in the RHS but not in the LHS.  

In general, graph rewriting rules parse graphs only
by topological concerns, but they are not sophisticated
enough to match a graph with a node which has a spe-
cial property or there is a unique relation between the
properties of the parsed nodes.

In case of diagrammatic languages, such as the
Unified Modeling Language (UML), the exclusive topo-
logical parsing is found to be not enough. To define the
transformation steps in a more refined way – beyond
the topology of the graphs – additional constraints
must be specified which ensures the correctness of the
attributes among others. 

Dealing with constraints provides a solution for the
unsolved issues, because topological and attribute
transformation methods cannot perform and express
the problems, which can be addressed by constraint
validation. 

The use of the constraints in graph transformation
rules and in graph rewriting is found to be useful.
Often, the same constraint is repetitiously applied in
many different places in a transformation. 

E.g. we have a transformation which modifies the
properties of Person type objects and we would like the
transformation to validate that the age of a Person is
always under 200 (Person.age < 200). It is certain that
the transformation preserves this property if the con-
straint is defined for all rewriting rule element whose
type is Person (Figure 3/b). 

It means that the constraint can appear several ti-
mes, and therefore the constraint crosscuts the whole
transformation, its modification and deletion is not con-
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Figure 3.  A sample metamodel and a transformation step with a crosscutting constraint
a) Metamodel  b) Transformation step
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sistent because such an operation has to be perfor-
med on all occurrence of the constraint. Besides this
often it is difficult to reason about the effects of a com-
plex constraint when it is spread out among the num-
erous nodes in rewriting rules.

It would be beneficial to describe a common con-
straint in a modular manner, and to designate the pla-
ces where it is to be applied. We need a mechanism to
separate this concern. Having separated the constra-
ints from the pattern rule nodes, we need a weaver
method which facilitates the propagation (linking) of
constraints to transformation step elements.

It means that using separation and weaver method
we can manage constraints using AO techniques: Con-
straints can be specified and stored independently of
any graph rewriting rule or transformation step node
and can be linked to the rewriting rule nodes by the we-
aver. 

To summarize the main idea of the AO constraints,
we can say that one can create the constraints and
the rewriting rules separately, and with the help of a
weaver constraints can be propagated optional time to
the rewriting rule nodes contained by the transforma-
tion steps. Therefore constraints are similar to the as-
pects in AOP.

5. Conclusions
and future work

AOP is a language-independent construct, a concept
above the implementations. In fact, it can remedy the
shortcomings of the programming languages (not only
OO) with a simple and hierarchical decomposition. 

The AOP concepts have been implemented in
several programming languages: C, C++, Java, Perl,
Python, Ruby, SmallTalk and C#. The research com-
munity targets Java the most, thus the most sophisti-
cated tools and environments are available in this
language. 

In the field of software engineering the long-term is-
sues of the software lifecycle play a more important ro-
le nowadays. These include the problems of simplifying
the development, maintenance, being able to accom-
modate to changes or reuse. AOP helps to achieve
these goals with ensuring a model more flexible and
working on a higher abstraction level than the OO pa-
radigm.

The number of publications is quite large. As a star-
ting point we recommend the special issue of CACM
devoted to the topic [17] and the web sites of each im-
plementation.
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1. Introduction

The number of DSL subscribers increases rapidly the-
se days. This fact can be explained by the reasonable
price and the relatively high reachable data rate this
type of access technology offers. The reason of low pri-
ce is that for the DSL access technology the already-
in-use symmetric copper wires can be used by exploi-
ting their higher (>144 kHz) frequency domain. As the-
se copper wires can already be found at telephone
users, in many cases the installation of DSLs may be
the cheapest and best choice.

Amongst the services provisioned through DSLs the
Internet access is the most popular [1]. The digital sub-
scriber lines provide sufficient data rate for the majority
of currently available services offered via the Internet.
The previously available slow-speed access technolo-
gies severely hindered the development and spread of
web applications. With the show-up of DSLs however

the evolution of modern, broadband network services
gained a new momentum. The spread of these premi-
um applications (e.g. VoIP, VoD) is also encouraged by
access network operators as they may attract new
subscribers into their domain.

One of the gravest problems of TCP/IP based pac-
ket switching networks is the lack of transmission qua-
lity guarantees. Without these guarantees however the
introduction and spread of value-added services is uni-
maginable. QoS guarantees and network manage-
ment algorithms are primarily needed where resources
may be scarce: in the local loop and the access net-
work.

The quality of data transmission depends on the ac-
tual load of the network, which may be characterized
by the saturation probabilities or packet loss ratios me-
asured over the links of the network domain. The for-
mer metric (in case there are no buffers attached to
links) is the probability of the instantaneous data rate
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Figure 1.  QoS guaranteed service provisioning with a bandwidth controller located in the access network



of the aggregated traffic flowing through a link exceeds
its capacity. Unfortunately the link saturation probability
does not tell anything about the amount of lost infor-
mation, so it is more useful to prescribe the desired
packet loss ratio, which is the ratio of lost and sent pac-
kets. 

In this article a novel technique capable to approxi-
mate the expected load status of link while requiring
only few a priori parameters is introduced. This appro-
ximation can be used by a bandwidth controller to su-
pervise a network domain and making efficient and re-
liable admission control decisions. 

The formulae to be presented approximate the re-
quired bandwidth need of a certain aggregated traffic
flow in contrast with those that determine the expected
level of QoS for a given link capacity. The advantage
of our method is that it is enough to periodically refresh
the actual amount of required bandwidth by backgro-
und computations, while in the other case the expec-
ted QoS level has to be checked each time a new ser-
vice request arises, which of course considerably slows
down making admission decisions.

The rest of this article is organized as follows. In the
next part the applied mathematical model is explained
briefly. In the third section techniques capable to ap-
proximate the moment generating function of the ag-
gregated traffic’s rate distribution are presented. In the
fourth part methods to convert QoS level approxima-
tions into bandwidth requirement values are introdu-
ced. In the fifth section the efficiency of previously and
newly developed methods are compared through nu-
merical examples. Our concluding remarks can be fo-
und in the last section. 

2. QoS metrics and their approximation
in packet-based networks

For the approach to the problem outlined in the intro-
duction we used the popular BFFM (Bufferless Fluid
Flow Multiplexing) framework. As in this model there are
no buffers that may reduce the packet loss ratio it can
be used to approximate important QoS metrics in a
conservative manner. 

Let us suppose that n fluid flows are aggregated on
a link with capacity C. Let Xi be a random variable de-
noting the instantaneous data rate of the i th stationary
flow. Let us suppose that for each source a pi peak da-
ta rate can be determined, that is 0 ≤ Xi ≤ pi. Let X be
a random variable denoting the instantaneous data ra-
te of the aggregated traffic flow: .

Thus the link saturation probability can be defined as:

Psat 
def= P (X > C) (1)

This probability means the fraction of time when the
instantaneous data rate of the aggregated traffic exce-
eds the link capacity and so information loss occurs.
This metric can be determined relatively easily, but may

be useful only for the network operators, as the satura-
tion probability does not give any reliable information
regarding the amount of lost data. It is easy to imagine
that beside the same saturation probability the number
of lost packets may totally differ. Thus the level of
users’ satisfaction should be characterized with the
packet loss ratio instead. It is by definition:

§, (2)

where E[.] is the expected value operator, and
(X–C)+=max(X–C,0). So in other words the packet
loss ratio can be computed as the expected value of
the instantaneous data rates exceeding the link capa-
city (and so causing packet loss) divided by the mean
instantaneous data rate of the aggregated flow. 

The call admission decision is based on the relation
of the expected and prescribed level of the QoS metric:

P (X > C) ≤ e–γ vagy                                   (3)

Practically it is more tractable to compare the equi-
valent capacity of the aggregated traffic to the link ca-
pacity. The equivalent capacity is the minimum required
bandwidth that the aggregated traffic needs for atta-
ining the predefined QoS level. The definition of equi-
valent capacity can be written in the following forms in
case the guaranteed QoS level is composed in terms
of saturation probability or packet loss ratio:

or

(4)

For the approximation of the expected link satura-
tion probability or packet loss ratio the Bahadur-Rao
extension of the well-known Chernoff bound can be
used. 

The Bahadur-Rao approximation of the given QoS
metric is more accurate than the Chernoff bound, how-
ever it is not necessarily conservative (i.e. it may unde-
restimate the true value) [5,6]:

or     (6)

(7)

where ΛX (s) is the logarithmic moment generating
function (LMGF) of X, 
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It can be seen that for the presented approxima-
tions (6) and (7) the LMGF of the distribution function
of X is needed. The LMGF can be computed if all the
moments of X are known, which is usually not the case.
To overcome this problem three methods for approxi-
mating the moment generating function of X are pre-
sented in the next section. These techniques are easy-
to-implement as they require only three parameters:
the number of flows, the peak data rates of flows and
the mean data rate of the aggregated flow.

3. Parsimonious upper bounds of 
the moment generating function

The first approximation method with which an upper bo-
und for the moment generating function of X can be
determined is a corollary of the results published by Ho-
effding in 1963 [2]. Let Xi, i =1...n denote independent,
bounded random variables, for which 

Then for s>0

,            (8)

where GX(s) is the moment generating function of X.
Using Hoeffding’s results Heszberger et al [3] for-

med the following conservative bound which can be
applied to bound the moment generating function of
the sum of bounded (0 ≤ Xi ≤ pi) random variables
( ) : 

.            (9)

The already presented two bounds are based on
the results of Hoeffding, however another approach
may also be used for obtaining an upper bound for the
moment generating function. For the construction of
this third bound the concept of a certain type of sto-
chastic ordering of random variables will be used. Let
us assume that we have two random variables X and
Y, whose distribution functions are denoted by FX and
FY, respectively. Then X is said to be smaller than Y
with respect to increasing convex ordering [4], written
as X<i c xY, if the condition

holds for each increasing convex function φ(x), for
which the integral exists. 

From the definition it can be deduced that if X<i c xY,
then for s >0, GX(s) ≤ GY(s) holds. This can easily be ve-
rified by substituting φ(x) with es x.

Using the following lemma a new approximation for
the upper bound of the moment generating function
can be constructed [4]. Let X1

onoff,...,Xn
onoff random varia-

bles denote n independent, heterogeneous (i.e. non-

uniformly bounded) on-off sources whose peak data
rates are p1,...,pn, and mean data rates are m1,...,mn,
respectively. Let Y1

onoff,...,YnY

onoff random variables deno-
te nY independent homogeneous on-off sources, who-
se peak data rates are identically p=max(pi, i=1,...,n), 

and nY = int (i.e. the upper integer value of

the expression between the braces), their mean data

rates are identically . Then 

Using this lemma and the consequence of the defi-
nition of increasing convex ordering the upper bound
of the moment generating function of the X can be writ-
ten as follows [8]. 

Let Xi, i =1...n denote independent, bounded ran-
dom variables, 

Then for s>0

.                   (10)

From now on the logarithms of the moment gener-
ating function bounds (8), (9) and (10) (i.e. the corre-
sponding LMGFs) will be denoted by ~ΛX,hoe(s), ~ΛX,ih(s)
and ~ΛX,so(s) respectively.

4. Direct equivalent 
capacity estimation methods

By putting the previously introduced moment gener-
ating function bounds into formulae (6) and (7), an up-
per bound of the expected QoS level (saturation pro-
bability or PLR) can be obtained. This value then can
be compared with the prescribed QoS level – as it was
indicated in (3) – and the admission decision can be
made according to the result of this comparison.

If we take another look on (6) and (7) we see that
the original Bahadur-Rao formulae contain not only the
LMGF, but also the second derivative of the LMGF. 

Investigations show that as the exact moment ge-
nerating function is not known (only an upper bound
of it can be obtained), for its second derivative only a
very imprecise approximation can be given, and this
eventually makes the Bahadur-Rao formulae inappli-
cable. Thus it is desirable to eliminate the second de-
rivative from the formulae somehow. It can be mana-
ged by using the results of Montgomery and de Vecia-
na [7]:

(11)

where   (12)
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It was mentioned earlier, that it is more tractable to
compute the equivalent capacity of an aggregated flow
instead of the expected QoS level, because the equi-
valent capacity need to be refreshed only periodically
while the expected value of the appropriate QoS met-
ric should be recomputed each time a new service re-
quests arrives. In case the equivalent capacity is trac-
ked, a new flow can be admitted if its peak data rate
plus the actual equivalent capacity of the aggregated
flow is less than or equal to the link capacity.

If formula (11) or (12) is used in the appropriate part
of formula (4), an indirect method for computing the
equivalent capacity can be obtained. However, in this
case a double optimization should be performed (with
respect to parameters s and C), which considerable inc-
reases the computational complexity of this method.

To overcome this problem we have developed direct
formulae which are capable to determine the equiva-
lent capacity in one step. These can be written in the
following forms (13 and 14):

where ~ΛX(s) can be any appropriate approximation
of ΛX(s) (e.g. the bounds presented in Section 3 are
such). A more detailed discussion of these new results
can be found in [8].

5. Numerical investigations

In this section the comparative analysis of the presen-
ted moment generating function bounds and equiva-
lent capacity estimators will be carried out through nu-
merical examples. For this investigation let us define a
two-class, on-off traffic mix. The numbers of sources
within the classes are represented by n1 and n2, res-
pectively. The peak and mean data rate of the sources
belonging to the same class are identical, these are
denoted by mi and pi, i ∈ {1,2}. The important characte-
ristics of the investigated traffic mixes are summarized
in Table 1. 
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Figure 2.
Link saturation probabil i ty estimations, M1

Figure 3.
Packet loss ratio estimations, M1

Figure 4.
Link saturation probabil i ty estimations, M2

Figure 5.
Packet loss ratio estimations, M1

n1 m1 [kbit/s] p1 [kbit/s] n2 m2 [kbit/s] p2 [kbit/s] P/M

M1 100 51 64 10 200 500 2,24
M2 100 51 64 1000 4,8 5,8 1,34

Table 1.  Characteristics of the investigated traff ic  mixes



The first traffic mix (M1) can be considered as the
aggregate of uncompressed voice and compressed vi-
deo flows, while the second traffic mix (M2) resembles
to the aggregation of compressed and uncompressed
voice flows. The difference between the two mixes lies
in the difference of the aggregate peak to mean ratio
(shown in the last column of Table 1).

On Figures 2-5 (on the previous page), the 10-bas-
ed logarithms of the exact and approximated values of
the link saturation probability or packet loss ratio are
drawn as a function of the link capacity C. As the pre-
sented bounds give applicable results in the 

M < C < P (P
def= ) interval,

only a part of the (M,C) interval is plotted. The exact
values are drawn with continuous, while the bounds
are drawn with dotted (~ΛX,hoe(s)), dash-dotted (~ΛX,ih(s))
and dash-dot-dotted (~ΛX,so(s)) lines.

On the figures it can be seen that in most cases the
~ΛX,hoe(s) bound is the less accurate, while the other two
bounds’ accuracy is acceptable. The vertical and hori-
zontal distances between the curves usually increase
with increasing γ (as the prescribed QoS level gets
more stringent). The difference between the bounds of
~ΛX,ih(s) and ~ΛX,so(s) is sometimes negligible, however
the computational complexity of those are fairly diffe-
rent: the stochastic ordering based bound can be ob-
tained more easily. The application of the ~ΛX,hoe(s) bo-

und can be recommended only if the computational
complexity is the most important factor.

The performances of the equivalent capacity esti-
mator formulae have also been compared. The nume-
rical analysis was carried out the following way. First the
exact values of the saturation probability and the pac-
ket loss ratio were determined for a given C value.
Then from the Ps at =e–γ or PLR =e–γ formulae the corre-
sponding γvalues were determined. These γvalues and
the previously obtained ~ΛX,hoe(s), ~ΛX,ih(s) and ~ΛX,so(s)
bounds were finally substituted into (13) or (14). The re-
lation between the exact (i.e. in this case the link capa-
city C) and approximated value of the equivalent capa-
city has been then investigated. 

On Figures 6-7, the ( ~CB-R
equ,sat –C )/C relative error was

drawn for M1 and M2 traffic mixes. 
The equivalent capacity estimation for which ~ΛX,hoe(s)

bound was used is plotted with continuous line, while
the dotted and dash-dotted lines refer to the equiva-
lent capacity approximations for which ~ΛX,ih(s) or ~ΛX,so(s)
was used. It can be seen that the ~ΛX,hoe(s) based app-
roximation severely underestimates, while for traffic mix
M2 the ~ΛX,so(s) based approximation partly underesti-
mates the exact equivalent capacity.

On Figures 8-9, the ( ~CB-R
equ,WLR –C)/C relative error was

drawn for the two traffic mixes. The equivalent capacity
approximation for which ~ΛX,hoe(s) bound was used is
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Figure 6.
The relative error of  

~CB-R
equ,sat , M1

Figure 7.
The relative error of  

~CB-R
equ,sat , M2

Figure 8.
The relative error of  

~CB-R
equ,WLR, M1

Figure 9.
The relative error of  

~CB-R
equ,WLR, M2



plotted with continuous line, while the dotted and dash-
dotted lines refer to the equivalent capacity estimations
for which ~ΛX,ih(s) or ~ΛX,so(s) was used.

The accuracy of the ~ΛX,hoe(s) based approximation
is the worst in almost all cases, while the most accura-
te estimation is usually given by the one which uses the
stochastic ordering based LMGF bound. 

It can also be observed that the differences betwe-
en the relative errors are bigger for smaller C values
(i.e. for smaller γ values). It can also be seen that the
investigated formulae give almost certainly a higher va-
lue than the exact one, if the ~ΛX,ih(s) or ~ΛX,so(s) bounds
are used in the equivalent capacity estimator formulae.
The absolute values of the relative errors decrease as
γ increases (i.e. as the prescribed QoS level becomes
more stringent).

6. Conclusions

In this article novel resource requirement estimator tech-
niques were presented. With these methods the mini-
mal required transmission capacity that should be pro-
vided for an aggregated network traffic flow in order to
maintain a predefined QoS level can be computed.
The most important advantage of our new formulae
may be that they require very few input parameters:
only the number of flows, their peak admission rates
and the mean admission rate of the aggregated flow
have to be known a priori.

For the computation of the presented equivalent
capacity estimators the moment generating function of
the aggregated traffic’s rate distribution is needed. As
it can not be determined exactly from the given para-
meters, three techniques capable to obtain an upper
bound for the moment generating function was presen-
ted in Section 3. While the required parameters for the-
se methods are the same, the performances of these
bounds differ as we saw in Section 5.

Our numerical investigations also showed that for
the best accuracy usually the new, stochastic ordering
based bound should be applied in the equivalent ca-
pacity estimator formulae. However, if the computatio-
nal simplicity is the most important factor, using the well-
known Hoeffding bound may be the best idea.

With the aid of the presented resource requirement
estimators efficient traffic load control mechanisms can
be realized in packet based networks. The overload
protection enables network operators to provide QoS
guarantees for premium services, which in return ensu-
res the satisfaction of their subscribers and encoura-
ges the evolution and spread of value-added services.
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1. Introduction

Human-computer interaction (HCI) is concerned with
the implementation of interactive computing systems
for human use [1]. With the evolution of HCI [2], the fo-
cus extended from the concept of “interface” into “inter-
action revision” [3]. While “interface” means the sets of
methods that can be called upon and used by a ser-
vice, “interaction revision” refers to the procedure by
which technology fits in a wide range of human needs,
rather than what the interface looks like. HCI [4,5] intro-
duces also the concept of “multimodal user interfaces”,
the basic idea of which is motivated by the knowledge
of natural human communication, which makes use of
the different modalities available. 

The future use of multimodal user interface based
services will be driven by 1) mobile and wireless tech-
nologies, aiming to provide any-time and any-where
services, and 2) ubiquitous and pervasive computing,
allowing applications to be jointly operated through
multi interface devices located inside the service area. 

User and Terminal mobility form a dynamic environ-
ment in which interface devices may appear and disap-
pear depending on the facilities and (device) availabi-
lity within the environment. To customise such service
and to resolve an arbitrary interface change, raises a
number of difficulties 1) to maintain a level of quality of
the service in a random interface change scenario, 2)
to provide the service that satisfies user preferences, 3)
to support real time adaptive interface service and 4) to
transform data content from a current modality to anot-
her modality offered by a different device [6,7]. 

These problems are caused by 1) the limited capa-
bility of small portable devices, 2) the characteristics of
mobile networks and 3) the dynamic appearance and
removal of interface modalities. 

2. System Analysis 

Multi Interface-Devices Binding (MID-B) system is the
design that solves the above-mentioned difficulties and
it is the general means of achieving interface self-adap-
tation in a mobile environment and distributed network
by monitoring and estimating dynamic interface-devi-
ces that affect system deployment. Self-adaptation is
the means by which internal system behaviour accli-
matizes itself to either of the following:

• The effects of mobility on user interfaces may lead
to changes in user (network) environment while ma-
intaining the current interface configuration. The sys-
tem needs to buffer the incoming data stream and
alter internal actions of existing application by amen-
ding the implementation of data content delivered to
optimal interfaces. For example, an application is run-
ning on a smart phone while a user is roaming from
a private area to noise and public environment. 

• The second mobility related effect would be that,
due to modality accessibility to user interface, devi-
ces may change or connections between devices
become corrupted. A re-device-allocation scheme
will be developed to clarify the instructive changes
in the system and maintain its service. The scheme
will re-allocate modalities to the new physical reso-
urces and re-manage the system behaviour.
To facilitate the flexible binding and use of different

modalities (user interfaces) in mobile environments, a
number of system assumptions and definitions have to
be made: 

• Distributed User Interface Devices – 
are devices that provide at least one modality that
can sense a human action or activate a human
sense. The interface devices need to be 
equipped with a possibility to connect wirelessly. 
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• Context Awareness – 
depending on contextual knowledge, the choice
of interfaces will be made. To simplify this part,
the contextual knowledge for this system is 
restricted to the knowledge about availability of
physical/distributed user interface devices and
their capabilities. 

• Synchronisation of multiple interfaces – 
is required to facilitate the associated step of
modality fusion, for the here reported work, this
part is limited to the provision of synchronisation
information, the fusion functionality and 
mechanism is not described. 

• Content/User Data – 
refers to the actual payload delivered 
via the user interfaces.

3. Multi Interface-Devices Binding 
(MID-B)

The Multi Interface-Device Binding (MID-B system) has
the primary purpose of providing multimodal service via
multiple interface devices in adaptive mobile and distri-
buted networks. MID-B promises the self-adaptive inter-
face binding by firstly allowing the system to be aware
of arbitrary and capricious change of distributed inter-
face devices and subsequently providing effective, fle-
xible solution in responding to the change. There are a
number of different possible approaches to design the
MID-B prototype. 

The prototype implementation system described he-
re focuses on lightweight mobile terminals, using the
third recommended approach by Niklfeld. Details stated
in [8] (i.e. the communication model among different
system modules). For the reason of providing profound
service on non-powerful terminals, MID-B applies cli-
ent/server-based architecture [9] and introduces vi-
gorous network-end-point, Multimodal Service Base

(MSB) being responsible for executing and maintaining
satisfied multimodal interface services among distribu-
ted interfaces. 

3.1. The components of MID-B 
MID-B is made up of 3 primary components: Multi-

modal Service Base (MSB), a User Equipment Core-
Device (UE-C) and one or more User Equipment Inter-
face-Devices (UE-Is), see Figure 1. 

• The Multimodal Service Base (MSB)
acts as a network internal (multimodal) 
communication endpoint, consisting of a number
of proxies and directories hosting proxy as well 
as device capability information. 

• The User Equipment Core-Device (UE-C)
refers to the portal (linking) device carried by users.
There is only one UE-C active at any time that
acts as the gateway between UE-I and MSB. 

• The Equipment Interface-Devices (UE-Is)
are a number of accessing and content rendering
interface devices, for example microphone, 
screen, speaker etc.
These three components form the system and sha-

pe the architecture framework which functions are bas-
ed on two assumptions: 

1) a user always carries a “portal device”, i.e. the
User Equipment Core Device – UE-C, with the purpose
of location detection. The system is not restricted to only
a paired interface device, a number of UE-Is in the vici-
nity simultaneously perform the interface service, and 

2) every interface node encloses wireless short ran-
ge connectivity and discoverability (i.e. Bluetooth SDP).
However, they have freedom of underlying network
connectivity, such as WAN, LAN, Wireless LAN or cellular
network.

3.2. The MID-B Mechanism 
The MID-B mechanism describes the logical proce-

dure of the overall system functions, see Figure 2 for
the class diagram. The UE-C acts as master, discovers
slave devices (UE-Is) and requests their interface capa-

bilities and modality
service information us-
ing an extension to the
Bluetooth SDP PDUs
as message bearer. All
available interfaces and
UE-Is’ profiles including
modalities, capabilities
and connectivity are
acknowledged and
communicated back to
the UE-C which conse-
quently forwards all
acknowledged services
and modality informa-
tion including its profile
and data stream desc-
ription to the MSB.
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Figure 1.  MID-B System (Physical Domain)



Any discovered physical interface device at a time is
considered as a candidate UE-I giving modality service.
From the UE-I point of view, any interface is described
by a name, supporting device, a list of attributes like
connectivity and user privilege information. For exam-
ple, a monitor is a visual output device providing a re-
solution of maximum 1024 by 168 pixels at 85 Hz fra-
me rate, connected with fixed wire, and not bound in
an adaptive user interface for a blind person, for anot-
her instance, a printer gives printing service which is
able to offer colour printing at 120 by 720 dpi, and only
stuffs in A building are able to use this printer. The MID-
B algorithm has the task to establish what other moda-
lities the system may need to support a running appli-
cation (executed on the UE-C) and how such distribu-
ted interface components can be bound into the ove-
rall multimodal interface, rather than only searching
where to find different physical devices. 

To enable such mechanism, the UE-C and MSB ma-
intain a mapping between UE-I’s modality services and
the network structure. The mapping result is stored in a
proxy mechanisms inside the MID-B, this proxy provides

1) current network structure and available UE-Is, 
2) information about how to invoke a particular user

interface service offered by a UE-I. 
The MSB includes directories which maintain all in-

formation about service proxies. Inside these proxies,
there are three main sections designed for the current
prototype; profile management, user interface and mo-
dality description as well as execution functionality. 

• The profile management is composed of 1) user
equipment profiles; including modalities, capacity and
connectivity of UE-C and UE-Is, 2) context aware-
ness profile, and 3) user profiles, sent from UE-C. In

case a user has registered with the MID-B
architecture beforehand, the system re-
cognizes him/her and employs his/her pro-
file as one of the factors to select appro-
priate/preferred input/output modality.

• User Interface and Modality Description
maintains detailed accessing and ren-
dering mechanisms, such as HTML for
visual modalities, VoiceXML for audio
modality and UML for a set of models
that capture the functional and structu-
ral semantics of any complex informa-
tion system.

• The execution function integrates the
central algorithms that implement the
management of the modalities; it com-
bines and interprets all profiles and in-
terface and modality description in or-
der to make a decision about the most
appropriate input/output modalities.  

Additional mechanisms are included in the
Multimodal Dialog Module which provides
the information about the means by which

each input modality is recognized and their information
stream can be captured in a uni-modal stream, which is
then delivered to a modality fusion module that is re-
sponsible for arbitration and interpretation. From sys-
tem to user, a modality fission module decides the bre-
aking and distribution of semantic information into pa-
rallel output channels (modalities). 

The technology behind this amalgamates other well-
established standard interface implementations, such
as automatic speech recognition (ASR), graphical user
interface (GUI) and natural language understanding
[10,11]. After the selection of modalities has been com-
pleted (and the suitable interfaces are bound into the
dynamic multi modal user interface), the application’s
content stream will subsequently be transcoded, trans-
mitted and managed by the ‘Data Stream Manage-
ment’. ‘Connectivity Management’ controls the trans-
port media and method of transmission, such as WLAN,
Bluetooth or even Ethernet.

3.2. The MID-B Finite State Machine
The service provided by MID-B encompasses the

provision of a set of user interface devices (UE-Is) that
can be adapted to the current locally available set of in-
terfaces. The prototype described implements a finite
state machine modelling the connection and interac-
tion between UE-C and UE-I, see Figure 3. Initially, the
system is in idle state with an inactive UE-C and inacti-
ve UE-Is. Once the UE-C attaches to a service, the sys-
tem initiates, by announcing itself, a discovery process.
The UE-C then receives from any available UE-I a list of
attributes or features. The UE-C then verifies whether
the discovered UE-I can be used for the service ses-
sion.  After acknowledgement, the system enters the
state ‘Established’ and UE-C can initiate the actual bin-
ding of the UE-Is, once this is completed, the user is
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able to use the service through the chosen (and con-
nected) modalities and interfaces. At any point, if a
fault occurs, the state machine can fall back to the idle
state (thus reverting to it’s original configuration). 

4. Multimodal Service Session on MID-B

The MID-B system processes two different styles of bin-
ding phases and streams, see Figure 4. 

• The interface discovery and binding phase, trans-
mitting “multimodal signaling stream” (maintaining and
implementing discovery, negotiation and binding of the
interface device). In addition to the function of the ge-
neral Bluetooth service discovery protocol (SDP) [12],
the interface discovery and binding phase operates
new invention of multimodal discovery protocol for
ascertaining knowledge of modality and device con-
nectivity. Signal stream is the output of combination of
SDP and multimodal discovery.

• The data transmission phase, transmitting “data
stream”, is actual user content for an application from/

to a connected interface device. With the fact that
non-stricted device connectivity, for instance the
media stream (i.e. video) may be re-routed to pub-
lic display via wired network that offers more real
time features.

5. Conclusion

The work presented in this paper introduces the
basic engines to manage the adaptation proces-
ses and initially describes their roles within the
Multi Interface-Device Binding system. MID-B imple-
ments interface mapping by allowing a portal devi-
ce (UE-C) to map external user interface devices in
a temporary manner into an ad-hoc multimodal in-
terface. Interface devices within the local area (UE-
Is), can be bound into the overall multimodal inter-
face in a dynamic manner. 

The principles have been implemented in a prototy-
pe model based on a finite state machine. The model
supports discovery, binding and release of interface de-
vices at anytime, furthermore, in this work, an extension
to the Bluetooth SPD PDU to facilitate interface device
capability negotiation and binding is proposed. 
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1. Introduction

An ad hoc network is the cooperative engagement of a
collection of wireless mobile nodes without the required
intervention of any centralized access point or existing
infrastructure. The nodes have terminal and network
functions as well. They are often equiped by constra-
ined energy supply (battery). Due to this fact and to re-
duce the interference of radio communication, the nod-
es communicate in a multi hop manner. In addition, due
to the lack of a pre-deployed infrastructure, all nodes
must perform routing and maintenance functions as well. 

There exist two sorts of ad hoc routing: pro-active
and reactive (or on-demand) protocols. In the rest of
the article we deal with the latter one. Considering re-
active routing, the source node initiates a route disco-
very towards a target node only if it needs to communi-
cate with the target. In that case, the initiator node floods
the whole network with route request messages (rreq).
Every node receiving the request appends its own in-
dentifier to the node list that is placed in the request
message and re-broadcasts the message. When the tar-
get node receives the route request it replies with one
or more route reply messages (rrep) that contain the
node list received in the request message. This node
list itself is the discovered route. The reply travels back
to the source node on the reverse of the route carried
by the request.

Secure ad hoc routing means that the correct ope-
ration of the above mechanism is ensured even in the
presence of an adversary. This has primary importance,
since by manipulating the route discovery process, an
adversary can paralyse the entire network using relati-
vely small amount of resources. 

Several “secure” ad hoc routing protocol have been
proposed so far ([3] gives a deep overview of this topic),
however the authors of these protocols have not pro-
ved their proposals by formal means. To the best of our
knowledge, [2] is the first work that contains a precise
mathematical model that is applicable for analyzing the

security of ad hoc routing protocols. In [2], the authors
present new subtle attacks against two well-known pro-
tocols (SRP, Ariadne) and at the same time they propo-
se a new routing protocol that is provably secure in that
model. The model that was used in [2] is based on the
simulation paradigm which is a well-known method to gi-
ve a formal proof of the security of various cryptographic
protocols [4,5]. However, that model assumes a con-
strained Active-1-1 adversary that controls only one com-
promised device and uses only one compromised iden-
tifier. A further restriction is that the adversary can attack
the execution of only one route discovery process. 

In the present article, we generalize the model used
in [2] for the case of an Active-y-x adversary and paral-
lel execution of several insatnces of the routing proto-
col. Further, we show that endairA is secure in this ex-
tended model too. Due to space limitations, here we
can only describe the basics of our approach; one can
read about the complete work in [1].

2. Formal model

2.1. Modeling the network
We consider static ad hoc networks that are mode-

led by undirected labeled graphs G(E,V), where each
vertex uniquely corresponds to a node and there is an
edge between two vertices if and only if the correspon-
ding nodes can overhear each others communication
(i.e., they are neighboring nodes). We assume that each
node has an identifier that identifies the node unambi-
guously (e.g. a public key if we use public key crypto-
graphy). We further assume that all of the identifiers are
authenticated but some of them are compromised by an
adversary and the keys that are needed for their aut-
hentication are possessed by the adversary. An ad hoc
network together with an adversary is shortly called a
configuration. Formally a configuration is a triplet G (E,V),
V*,L), where G(E,V) is a graph representing the net-
work, V* ⊂ V is the set of nodes that are controlled by
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the adversary, and L is a labelling function that assigns
to each vertex the set of identifiers that belong to the
node corresponding to this vertex. This set of identifiers
is a singleton in case of honest nodes, but all of the cor-
rupted identifiers are assigned to every corrupted node.

2.2. Modeling the adversary
We make the following assumptions about the ad-

versary:
– the advesary cannot be physically present

everywhere at the same time, 
thus it is not able to control the entire network;

– the adversay controls x nodes and uses y compromi-
sed identifiers (Active-y-x adversary, where x, y ≥1);

– the set of compromised identifiers used by 
the adversary and the set of identifiers used 
by the honest nodes are disjoint;

– a corrupted node has the same communication 
capabilities as the honest nodes meaning that
each malicous node can send messages only to
its neighbors and they can overhear only 
the communication of neighboring nodes.

– the adversary is active in the sense of that besides
eavesdropping messages, it can fabricate and 
insert new messages, and in addition it can modify
and delay existing messages;

– the adversary is not adaptive meaning that it cannot
coerce honest nodes to start route discoveries
based on the information that it obtained 
in previously initiated route discoveries.
We assume that the initiator and the target of every

route discovery process are honest. 

2.3. Definition of plausible route
It is not a trivial task to give a formal definition of se-

cure routing. The requirement of returning the most op-
timal (in some cases shortest) path seems to be a sim-
ple solution to this problem, however due to the vary-
ing message delaying and the applied optimizations, it
seems to be an unrealistic requirement [2]. Further one
can see that we cannot prevent a corrupted node from
inserting arbitrary corrupted identifiers (even many ti-
mes) into the node list carried by an intercepted routing
message, and similarly we are not able to prevent the
neighboring corrupted nodes from exchanging any in-
formation freely [1]. Now it should be clear that there
are some attacks in practice which are unavoidable or
it is very costly to defend against. Consequently, we
have to form the notion of security with care: if we give
a too strong definiton, then due to the unavoidable at-
tacks mentioned above, no routing protocol will satisfy
our definiton, and on the other hand if our definiton is
too weak, then there will be protocols that are secure
in our model but could be vulnerable to various attacks
besides the unavoidable ones.

We solve this problem by embedding the possibility
of unavoidable attacks in the definition of “correct rou-
tes”. We call the routes that satisfy our definition of cor-
rectness plausible routes. The formal definition is given

below. Every configuration can be unambiguously re-
duced to another configuration that has a graph witho-
ut neighboring corrupted nodes. In other words we
merge the neighboring vertices that correspond to ne-
ighboring corrupted nodes into a single one in the re-
duced graph. We denote this graph by G.

Definition: 
A sequence of identifiers is a plausible route, if
– it does not contain any repeating identifiers and
– it can be partitioned into sub-sequences in such

a way that each of the resulting partitions is a subset
of the identifiers assigned to a vertex in G, and in ad-
dition, these vertices form a path in G.

A reduced configuration is depicted on Figure 1. for
illustration purposes. The solid verticies are represen-
ting the merged corrupted nodes that use compromi-
sed identifiers D and E. It is easy to see that A,D,E,C,F
is a plausible route and a correct partitioning of this ro-
ute is A|D,E|C|F, but A,B,D,E,H is not a plausible rou-
te, since the nodes that correspond to identifiers E and
H are not neighboring.

2.4. Simulation paradigm
The pivot of a formal model is to precisely define

what we mean by secure routing. To achieve this goal
we would like to apply the widely used simulation para-
digm [4,5].

The fundamental idea of the simulation paradigm is
that the adversary gains nothing if whatever it can achi-
eve by unconstrained adversarial behaviour can also
be achieved within essentially the same computational
effort by a benign behaviour. The definition of the be-
nign behaviour captures what we want to achieve in
terms of security, and in our case, it is realted to the
concept of plausible routes. In this model, we define a
real-world model, that describes the real operation of
the protocol under investigation, and the ideal-world
one represents the ideal operation of this protocol.
One can think of the real-world model as an implemen-
tation of the protocol, while the ideal-world model can
be considered as a specification. Both models contain
adversaries. The ideal-world adversary represents the
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unavoidable attacks, or in other words, the tolerable im-
perfections of the system. On the other hand, we do
not constrain the real-world adversary, but we assume
that it can perform any polynomial-time attacks in the
security parameter and in the size of the network. 

A protocol is secure if for any unconstrained real-
world adversary A there exist an ideal-world adversary A’
such that A gains nothing more substantial than A’
using the same computational effort. In other words, the
behaviour of A can be simulated by the behaviour of A’,
in the sense that the outputs of the ideal- and real-world
models are indistinguishable from the point of view of
the honest protocol participants. Intuitively, if any real-
world adversary can be simulated by an appropriate ide-
al-world adversary, then there is no real-world adversary
that can perform more than the unavoidable attacks. 

In the followings we formally define the ideal- and
real-world models of ad hoc routing protocols then we
more precisely define the indistinguishability of the two
models.

2.5. Real-world model
The real-world model is depicted on Figure 2. This

model consists of the set of interacting and probabilis-
tic Turing machines that communicate via common ta-
pes. The machines model the operation of the honest
protocol participants and the adversary. M1,...,Mn-k re-
present the honest devices that belong to honest
nodes so they correspond to vertices vi in V \ V*. 

The corrupted devices are denoted by A1,...,Ak.
These corrupted devices belong to corrupted nodes in
V*. Machine C models the radio links represented by
the edges of G. The task of machine C is to move the
protocol messages appearing on the output tapes of
the machines to the input tapes of the neighboring ma-
chines (neighboring relation is based on G). Every ma-
chine apart from H is probabilistic. H is an abstraction of
higher-layer protocols run by the honest parties mea-
ning that H initiates the route discovery procedures by
placing request messages on tape reqi. A response to
these requests is eventually returned via tape resi. 

Tapes extj model an out-of-band channel through
which the adversary can instruct the honest parties to
initiate route discovery processes from an arbitrary node
towards an arbitrary node. Arbitary in this context me-
ans that the adversary can choose these nodes. Note
that the adversary is non-adaptive, thus it can use the-
se tapes only at the beginning of the computation. So
the messages placed on these tapes do not depend
on the messages observed by the adversary during the
protocol run. 

At the beginning of the computation every machine
is initialized with some input data (e.g cryptographic
keys), which determines its initial state. The probabilistic
machines also receive some random input (the coin flips
to be used during the operation).When the machines
have been initialized, the computation begins. The ma-
chines operate in a reactive manner, which means that
they need to be activated in order to perform some com-

putation. When a machine is activated, it reads the con-
tent of its input tapes, processes the received data, up-
dates its internal state, writes some output on its output
tapes, and goes back to sleep (i.e., starts to wait for the
next activation). The machines are activated in rounds
by a hypothetic scheduler in a specified order. The com-
putation ends when H reaches one of its final states. 

The output of the real-world model is the set of the
routes returned to H. This output is denoted by real_
outconf,A(r), where conf and A represent the configu-
ration and the adversary respectively. r = (rI, rM1, ...,
rMn-k, rA1, ..., rAk, rC) is a vector containing the random
input of each machine and rI is the random input used
to generate the cryptographic keys. real_outconf,A de-
notes the random variable describing the output, when
r is chosen uniformly at random.

2.6. Ideal-world model
The ideal-world model is shown in Figure 3. As one

can see, the construction of the ideal-world model is si-
milar to the construction of the real-world model, so he-
re we only describe the differences between them:

• Before machine C’ places a route reply message
(rrep) on the tape ini of a machine Mi, it checks
whether the message contains any non-plausible
routes. If and only if this is the case, then C’ puts a
corruption flag on the message. Otherwise machine
C’ operates like machine C. 

• When Mi’ receives a route reply message that be-
longs to a request that was initiated by him, then he
performs all of the verifications required by the pro-
tocol on the message. If these verifications are suc-
cessful, then it checks whether the message has a
corruption flag. If it has, then Mi’ drops the messa-
ge. Otherwise machine Mi’ operates like machine Mi. 
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The output of the ideal-world model is the set of the
routes returned to H. This output is denoted by ideal
_outconf,A(r), where the interpretation of r’ is similar to
the interpretation of r in the real-world model. 

ideal_outconf,A denotes the random variable descri-
bing the output, when r’ is chosen uniformly at random.

It is easy to see that, in the ideal-world model, H ne-
ver receives a route reply message containing any non-
plausible routes. In effect, the ideal-world model is ide-
al in that sense. 

2.7. Formal definition of secure ad hoc routing 
Considering the comments related to the unavoida-

ble attacks, we require from a secure routing protocol
to return non-plausible routes only with negligible pro-
bability. We can formally describe this requirement us-
ing the two models and the simulation paradigm in the
following way: 

Definition:
A routing protocol is said to be statistically secure if,

for any configuration conf and any real-world adversary
A, there exists an ideal-world adversary A’, such that
ideal_outconf,A is statistically indistinguishable from re-
al_outconf,A’.

In this definition we do not require the exact mat-
ching of the distributions, since that requirement could
not be satisfied by any protocol in practice. The adver-
sary can always carry out a successful attack against
the applied cryptographic primitve with negligible pro-
bability (e.g. by forging a correct digital signature). 

The above definition can be weakened if we requi-
re computational indistinguishability instead of statis-
tical indistinguishability, but in this article we will not
need this. 

3. Security of endairA

In this part we would like to demonstrate the usage of
our model by a short example. First, we present a new
ad hoc routing protocol, called endairA [2,1], and then
we prove that this protocol is secure in our model.

The operation of the protocol is exemplified by the
following message exchanges, where sigx denotes the
digital signature of node x, and id is a non-predictable
random request identifier:

Route Request:
S→* :   [ rreq, S, D, id, () ]
B→* :   [ rreq, S, D, id, (B) ]
C→* :   [ rreq, S, D, id, (B, C) ]

Route Reply:
D→ C : [ rrep, S, D, id, (B, C), (sigD) ]
C→ B : [ rrep, S, D, id, (B, C), (sigD, sigC) ]
B→ S : [ rrep, S, D, id, (B, C), (sigD, sigC, sigB) ]

In endairA, the initiator of the route discovery pro-
cess generates a route request (rreq), which contains
the identifiers of the initiator (S) and the target (D), and
a randomly generated request identifier (id). Each inter-
mediate node that receives the request for the first ti-
me appends its identifier to the route accumulated so
far in the request, and re-broadcasts the request.
When the request arrives to the target, it generates a
route reply (rrep). The route reply contains the identifi-
ers of the initiator and the target, the accumulated ro-
ute obtained from the request, and a digital signature
of the target on these elements. The reply is sent back
to the initiator on the reverse of the route found in the
request. Each intermediate node that receives the
reply verifies that its identifier is in the node list carried
by the reply, and that the preceding identifier (or that of
the initiator if there is no preceding identifier in the
node list) and the following identifier (or that of the tar-
get if there is no following identifier in the node list) be-
long to neighboring nodes. Each intermediate node al-
so verifies that the digital signatures in the reply are va-
lid and that they correspond to the following identifiers
in the node list and to the target. 

If these verifications fail, then the reply is dropped.
Otherwise, it is signed by the intermediate node, and
passed to the next node on the route (towards the ini-
tiator). When the initiator receives the route reply, it ve-
rifies if the first identifier in the route carried by the reply
belongs to a neighbor. If so, then it verifies all the sig-
natures in the reply. If all these verifications are suc-
cessful, then the initiator accepts the route.

The proof of the following theorem illustrates how the
framework introduced earlier can be used in practice.

Theorem:
endairA is statistically secure if the signature sche-

me is secure against chosen message attacks.

Sketch of the proof: A routing protocol is statistically
secure if it returns a non-plausible route for any conf
configuration and for any A adversary only with negli-
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gible probability. More precisely we have to prove that
a rrep message in the ideal-world model of the protocol
is dropped due to its corruption flag only with negligible
probability.

Let us suppose that following message is dropped
due to its corruption flag in the ideal system, while the
real system does not drop it:

msg = [ rrep,S,D,id, (N1,N2,...,Np), (sigD,sigNp,...,sigN1) ]

In that case we can conclude the following:
– there is no repeating identifier in route 

π = (S,N1,N2,...,Np,D);
– N1 is a neighboring node of node S;
– every signature is correct;
– S and D are honest nodes;
– every intermediate node (with overwhelming 

probability) sees the route that was sent by node
D (π), since node D signed that route, and every
intermediate node checks this signature;

– despite all the above properties, 
π is a non-plausible route in graph G, where G
is the graph of the reduced configuration. 

We prove that this can only be possible if adversary
A has successfully forged the signature of at least one
honest node. We know that there is no neighboring
vertices in the graph of the reduced configuration that
correspond to neighboring corrupted nodes in the net-
work and in addition each non-corrupted node uses a
single and unique non-compromised identifier. It follows
that every route, including (N1,N2,...,Np), has a unique
meaningful partitioning, which is the following: each non-
compromised identifier, as well as each sequence of con-
secutive compromised identifiers should form a partition.

Let P1,P2,...,Pk be the unique meaningful partitio-
ning of the route (N1,N2,...,Np). The fact that this route
is non-plausible implies that at least one of the follow-
ing two statements holds:
1. There exist two partitions Pj = {Ni} and Pj+1 = {Ni+1}

such that both Ni and Ni+1 are non-compromised
identifiers, and the corresponding non-corrupted no-
des are not neighbors. 

2. There exist three partitions Pj = {Ni}, Pj+1 = {Ni+1,...,Ni+q},
Pj+2 = {Ni+q+1} such that Ni and Ni+q+1 are non-compro-
mised and Ni+1,...,Ni+q are compromised identifiers,
and the non-corrupted nodes that use Ni and Ni+q+1

have no common corrupted neighbor.
In Case 1, Nj+1 does not sign the route reply, since it

is non-corrupted and it detects that the identifier that
precedes its own identifer in the route does not belong
to a neighbor. Hence, the adversary must have forged
sigNi+1 in msg.

In Case 2, the situation is more complicated. Let us
assume that the adversary has not forged the signatu-
re of any of the non-corrupted nodes.

Ni must have received

msg’= [ rrep,S,D,id, (N1,N2,...,Np), (sigD,sigNp,..,sigNi+1) ]

from a corrupted neighbor, say v*, since Ni+1 is compro-
mised, and thus, a non-corrupted node would not send

out a message with sigNi+1. In order to generate msg’,
node v* must have received

msg”= [rrep,S,D,id, (N1,N2,..,Np), (sigD,sigNp,..,sigNi+q+1)]

because by assumption, the adversary has not for-
ged the signature of Ni+q+1, which is non-compromised.
Since v* has no corrupted neighbor, it could have re-
ceived msg’’ only from a non-corrupted node. However,
the only non-corrupted node that would send out msg’’
is Ni+q+1. This would mean that v* is a common corrup-
ted neighbor of Ni and Ni+q+1, which contradicts the as-
sumption of Case 2. This means that our original as-
sumption cannot be true, and hence, the adversary must
have forged the signature of a non-corrupted node.

Consequently, if a reply message like msg can oc-
cur in the ideal system with non-negligible probability
then the adversary is able to forge the signature of a
non-compromised node with non-negligible probability.
It contradicts our assumption that the used signature
scheme is secure.

4. Summary

In this article, we presented a formal model in which we
defined in a precise and rigorous way what we mean by
secure ad hoc routing. Using the proposed model, one
can prove (or fail to do so) the security of on-demand
source routing protocols. We demonstrated the practical
usage of the model on a real example, namely, we pro-
ved that endairA is secure in our model. In the near fu-
ture, we will define a similar model to analyze the secu-
rity of on-demand distance vector routing protocols (e.g.
ARAN, S-AODV). Further, we would like to automate the
process of proofs by an adequate formal language (e.g.
process algebra) and related verification tools.
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1. Introduction

The increasing demand for new telecommunication ap-
plications and higher data rates requires continuous re-
search concerning the technical parameters of the sta-
te-of-the art optical networks. In addition the optical sig-
nal processing solutions need further improvement in
the characteristics of photonic devices as well. 

One of these most important physical parameters of
the optical link is the Relative Intensity Noise (RIN) of
laser sources, which has major influence on the detec-
ted signal-to-noise ratio especially in short haul optical
transmission. 

The spectral density of the RIN is not equally flat
around the optical carrier. It has a remarkable incre-
ment at the relaxation oscillation frequency which is de-
fined by the laser internal operation. In case of laser
diodes the relaxation oscillation frequency, in connec-
tion with the intensity noise maximum overlaps with the
modulation information in the microwave band, which
causes a quality degradation in the signal transmis-
sion. It is now obvious that in future high transmission
capacity optical networks the intensity noise suppres-
sion is a crucial problem.   

Before revising the various possible ways of RIN
suppression it is worth to dealing with the causing ef-
fects of the intensity noise themselves. The main re-
asons are typically the temperature fluctuations, the
spontaneous emission of the laser sources and the op-
tical reflections caused by the refractive index changes
at light coupling into fibers or other optical devices. 

To cancel the intensity noise originating in optical
reflections optical isolators can provide an appropriate
solution. In this case the reflected signal parts are sig-
nificantly attenuated and can not contribute to develo-
ping the intensity noise. Optical isolators present a
right possibility for noise suppression but only in cases
where the RIN is mostly generated by coupling reflec-
tions. 

In order to optimize the signal-to-noise ratio there is
a further opportunity in carefully adjusting the laser dio-
de biasing. Increasing the bias current the relaxation
oscillation of the laser diode shifts to higher frequen-
cies with a smaller resonance amplitude, which means
a decrease of the intensity noise maximum. Properly
setting the bias current the noise enhancement can be
moved out of the selected transmission band and sup-
pressed. This way of noise cancellation is useful only in
case of narrow band modulation. The further drawback
of this solution goes back on the fixed value of the bi-
as current, which is why the source output power can-
not be adjusted freely and we lose on flexibility of the
network. Adding or removing nodes of the optical net-
work should influence the output laser power which is
impossible if the biasing is kept constant to reduce the
intensity noise.    

For intensity fluctuation suppression of solid-state
lasers the optical feedbacking of the laser crystal out-
put power means a well known and efficient way [1,2].
With the design of an optoelectronic control loop remar-
kable suppression can be achieved at the frequency of
the relaxation oscillations. This method can be very well
used for the high peak of the low frequency (<10MHz),
narrow band intensity noise of solid-state lasers, but in
case of the high frequency (>1GHz), broadband noise
increment of laser diodes it is unusable.     

The Unbalanced Mach-Zehnder Interferometer (UM-
ZI) presents a uniform solution for noise suppression
both for laser diodes and solid-state lasers (Nd:YAG,
Nd:YVO4) [3]. This approach, which is dealt with in this
paper, has more advantages than the ones mentioned
so far. The UMZI based intensity noise cancellation
exclusively utilizes passive optical devices therefore it
sports all the advantages of optical signal processing,
i.e. insusceptible to electromagnetic interferences (EMI),
it does not need electrical biasing and in comparison
with copper based electronic systems it can be realized
in smaller sizes and from the more economical SiO2. 
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In case of short haul optical links, optical local area networks or optical-mobile networks the most important noise source is

the relative intensity noise (RIN) of the laser diodes. This paper will report on a new all-optical technique of intensity noise

suppression for semiconductor lasers. The new scheme we have used is based on an Unbalanced Mach-Zehnder Interfero-

meter (UMZI), which is able to cancel the intensity noise enhancement in the microwave domain and thus improve the link

signal-to-noise ratio. Extending the UMZI to fiber-delay line filter the noise reduction capability can be further increased. Ad-

ditionally the condition of stable, incoherent operation is detailed. 
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The structure of the paper is as follows. Section 2
accounts for the fact that intensity noise suppression of
different laser sources is unbearable. Section 3 illustra-
tes in detail the operation of the unbalanced (asymmet-
ric) Mach-Zehnder interferometer in an intensity noise
suppression application, the measurement results and
the comparison of coherent and incoherent working re-
gime. Section 4 summarizes the results so far and furt-
her possible efforts in this field.

2. Noises of optical transmissions

In case of intensity modulated optical transmission
using PIN photodetector the transmission noise compri-
ses three terms, which are the shot noise, the receiver
thermal noise and the relative intensity noise of the las-
er source [4]. Supposing independent noise sources,
the following signal-to-noise ratio can be formulated at
the output of the photodetector

.                      (1)

In the numerator of (1) there is the square of the
photodetector current while in the denominator there is
the variance of the noise source currents. The variance
of the three noise components are expressed in (2-4): 

(2)

(3)

(4)

In the formulas of (2-4) e stands for the charge of
the electron, kB for the Boltzmann-constant, B for the
bandwidth of the photoreceiver, P for the optical pow-
er, η for the quantum efficiency, h for the Planc-con-
stant, Ip for the photocurrent and Id for the dark current.
RIN gives the level of the relative intensity noise to the
optical carrier. It is obvious that both the level of the
shot noise and the intensity noise depend on the va-
lue of the incoming optical power, while the thermal no-
ise is only dependent on the receiver temperature and
its load resistor. 

When substituting the typical parameters of the op-
tical links of today operating in the 1550-nm band for
the equations (2-4), the relative intensity noise can over-
size the impact of the thermal noise based upon the 
-130, -150 dB/Hz RIN values typical of Fabry-Perot (FP)
lasers. However, as the value of (4) decreases by in-
creasing the transmission length and the
link attenuation, over certain fiber lengths
and network sizes the component deriving
from intensity noise sinks bellow the ther-
mal noise of the receiver,  therefore its im-
pact will be irrelevant. 

It is clear that the RIN level and the no-
ise suppression methods aiming at the am-
plitude fluctuation are most relevant in ca-

se of short haul optical transmissions, optical-mobile
systems and optical LMDS-s (Local Multipoint Distribu-
tion System). On the basis of calculations of [5] the re-
lative intensity noise is the determining noise source of
optical links up to about 30 km length.

From these facts it emerges that further improve-
ment of the quality of local and urban optical network
transmissions is only feasible by using RIN noise reduc-
tion methods. 

3. Interferometer 
in noise suppression application

The Unbalanced Mach-Zehnder Interferometer based
intensity noise suppression scheme for laser diodes is
depicted in Figure 1., the laser output is coupled into
an Unbalanced Mach-Zehnder Interferometer. The in-
put 3 dB coupler divides the laser signal into the two
arms of the UMZI. Properly setting the time delay diffe-
rence between the two signal paths the output 3 dB
coupler combines the signals with a phase shift of 180°
at the relaxation oscillations frequency. Exploiting this
time delay difference, the intensity noise peak can be
appreciably reduced. 

In that structure we have utilized an InGaAsP Multi-
Quantum Well (MQW) Fabry-Perot (FP) laser diode. The
output power was 0.1-2 mW. The pigtailed output of
the laser diode was connected to the interferometer,
which consisted of two Kamaxoptic 3 dB (50/50) split-
ter modules and two SMF-28 type single mode optical
fiber in-between.

The intensity noise maximum defined by the relaxa-
tion oscillation is at 2 GHz exciting the diode by a bias
current of 10 mA. According to (5) an UMZI path length
difference of 0.05 m is required in order to reduce the
noise at 2 GHz [6].

(5)

In (5) n stands for the fiber effective refractive index,
c is velocity of light in vacuum, L1,L2 and T1,T2 are the
UMZI arm lengths and the delays respectively. Based
on the delay difference the Free Spectral Range (FSR)
of the interferometer can be calculated, which gives the
frequency difference of the periodic suppressions in the
transmission function. In the case of a 5 cm length dif-
ference the FSR is 4 GHz as it is depicted in Figure 2.
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Figure 1.  
Unbalanced Mach-Zehnder Interferometer 

for intensity noise suppression of laser diodes.



Since the by the 5 cm fiber length difference defi-
ned 250 ps delay difference is much shorter than the
coherence time of the laser source the proposed inter-
ferometer works in the strong coherent regime. The co-
herence time of the our FP laser diode is 3 ns which
can be calculated by (6) from the laser spectral line-
width (∆ν=100 MHz). 

(6)

During coherent operation it is not the desired inten-
sity-based summery that occurs at the interferometer
output but the basis of the interference is the field in-
tensity spreading in the fiber [7]. Formulating it in anot-
her way, while the interferometer in the incoherent wor-
king regime can be regarded as a linear network con-
cerning optical intensity and the interference only influ-
ences the envelope realized by intensity modulation, in
the coherent case the optical carrier can fall prey to in-
terference [8]. 

In the coherent case, i.e. if the difference in the arm
length of the interferometer acting as a filter is less than
the coherence length of the laser (τ<τc), the transmis-

sion function becomes extremely sensitive and instable
since the output signal appears or disappears acciden-
tally because of the interference also touching the car-
rier. While owing to very little differences in the interfe-
rometer arm lengths it is wearisome to maintain appro-
priate operation in the coherent regime, which is only
possible by constantly supervising the optical phase
and the system temperature and adjusting the biasing
of the laser source very accurately, in case of larger dif-
ferences in the fiber lengths and less FSR the noise re-
duction has to be realized in the incoherent regime.

In order to ensure the incoherent operation a fiber
interferometer with a Free Spectral Range of 200 MHz
(path length difference (∆L): 1 m, n=1.5) was chosen
instead because of its longer delay differences and
stable incoherent operation. The noise suppression fe-
asible with this structure is shown in Figure 3. and
Figure 4. show the measured transfer function of the
interferometer discussed above and the achieved noi-
se reduction respectively. The interferometer has an at-
tenuation of about 6 dB which comes from the attenu-
ation of optical connectors between the laser pigtail,
the 3 dB couplers and the fibers. Taking account of this
attenuation there is a noise reduction of 8-9 dB at the
UMZI resonance frequencies around 2 GHz in Figure 4.
The further suppression is possible at the selected fre-
quencies but the measurement is limited due to the
spectrum analyzer noise floor.

Actually the UMZI is an optical FIR (Finite Impulse
Response) Filter which has got only two taps and both
of the filter coefficients are +1. Since we only have po-
sitive values for the filter coefficients the UMZI behaves
as an optically realized low-pass filter with multiple trans-
mission and attenuation bands. The low-pass charac-
teristic is of prime importance because it ensures that
the optical carrier itself will not be filtered out. Using UM-
ZI, noise reduction is only possible at selected reso-
nance frequencies of the interferometer (Figure 5). 

Fiber-delay lines...
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Figure 2.  UMZI transfer function. (FSR = 4 GHz, ∆L= 5 cm)

Figure 3.  
UMZI with a Free Spectral Range of 200 MHz. 
The measurement was done between the points of A and B
of the structure depicted in Fig.1. 
The interferometer has an attenuation of 6 dB and 
a noise suppression capacity of 15 dB at the selected
resonance frequencies. 

Figure 4.  
Measured noise suppression of the UMZI structure of Fig.1.
A) Relative Intensity Noise of the investigated 

FP laser diode at 2 GHz. 
B) Noise suppression realized by the interferometer. 
C) Noise floor of the measurement setup. 

Measurement conditions: ResBW = 3 MHz,
No Video Averaging, Input Attenuation = 0 dB.



To achieve overall noise suppression around the re-
laxation oscillations of the laser diode, the interferome-
ter should be extended with additional fiber arms. It
means we should increase the tap number in our opti-
cal FIR filter. Placing new lines with different optical de-
lays will result in spectral broadening of the attenuation
bands in the filter transfer function. During the design
of the optical transversal filter it is very important to ful-
fill the conditions of the incoherent operation, which
means in our case that all the fiber length differences
should be longer than the laser source coherence
length. 

Formulating the same in the frequency domain me-
ans, that in order to achieve a noise suppression at 2
GHz the interferometer with a FSR of 4 GHz should be
replaced by an optical-microwave filter with a transfer
function consisted of many narrower FSR-s. Taking in-
to account these requirements concerning coherence
we will end up with slightly different design methodo-
logy than in the case of commercial optical-microwave
filters [8]. 

For calculation of the interferometer suppression
frequencies (f0) the well known [7] formula of (7) can be
used.   

(7)

According to (7) for a RIN suppression at 2 GHz a
FSR of 4 GHz is required which gives a delay differen-
ce of 250 ps (k=0). Intending to realize incoherent ope-
ration it is worth to setting the value of the constant k
higher. Using k=11 and forcing f0 to be 2 GHz a delay
difference of 5750 ps will work out. 

Using delay differences bigger than the 3 ns cohe-
rence time the transmission functions of Figure 6. and
Figure 7. are feasible. Evaluating the structure of Fi-
gure 6. the noise suppression of Figure 8. can be achi-
eved, where the noise cancellation band is pushed up
to 400 MHz. 

4. Conclusions

In our paper we have suggested passive all-optical so-
lution for the suppression of relative intensity noise of
local optical networks. We have looked into and pre-

sented the noise suppression that can be ob-
tained by the asymmetric Mach-Zehnder inter-
ferometer. For widening the suppression band
and securing stable incoherent operation we
have introduced novel ideas that differ from
the traditional filter design concepts. 

Our results perfectly fit into the future con-
cepts of fiber systems using only optical devi-
ces while lacking electronical signal proces-
sing elements. 

Further objectives of our research are to analyze
the impact of laser phase noise as well as to supervise
the possibilities of the integrated optical implementa-
tion.  
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Figure 5.  
3 tap optical transversal f i l ter 
for laser diode noise cancellation. After the noise 
suppression blocks the information can be modulated
with an external optical fi lter.

Figure 7.  
Transfer function of 
the 3 tap incoherent optical transversal fi l ter of Fig.5.
The delay differences are: 5.75 ns and 5 ns. 
Coherence time: 3 ns.

Figure 6.  
Transfer function of 
the 3 tap incoherent optical transversal fi l ter of Fig.5.
The delay differences are: 3.25ns and 5ns. 
Coherence time: 3ns. 
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The Enhanced Long Distance Services Solution
works together with Veraz Switching family and pro-
vides revenue streams for both carrier networks at
any point in their transition from TDM to IP. Based on
Veraz’s programmable service engine, the LD servi-
ces are easily customizable by the carrier or by 3rd
parties.

The following the services available:
– Account Codes
– Number Translations (Toll Free)
– Personal Toll Free
– Security Toll Free
– Unauthorized User Redirect
– Tariff Announcements
– Pre-Subscribed International Long Distance
– Automated Collect Call
– Hotel PBX Billing

These services created from service building blocks
(SBBs) utilizing XML scripted service logic and a po-
litic engine. Enabling the rapid design, development,
customization and network-wide deployment of new
services.

Genesys Telecommunications Laboratories and
Veraz Networks have new options for connecting
enhanced customer interaction and contact center
applications existing network resources.

The integration of Genesys Voice services plat-
form, with the Veraz ControlSwich softswitch allows
service providers to connect IP-based customer in-
teraction and contact center applications with exis-
ting Public Switched Telephone Network (PSTN) in-
terfaces, using Primary Rate Interface (PRI) and SS7
ISDN User Part (ISUP). This pre-defined connection
decreases costs and supports faster deployment of
enhanced services for enterprises, including hosted
call center applications. Using Veraz Control Switch
for management and switching of traffic among diffe-
rent networks helps carriers provide the same set of
applications through different networks.

ITU hold a workshop on next generation networks
(NGN) together with the Internet Engineering Task
Force (IETF) in Geneva.

Since May 2004 intense work has taken place in
ITU, towards the development of standards that will
define services, network and systems architecture
in he next generation of IP enabled communication
systems, or next generation networks (NGN). The
objectives of the workshop are to report the prog-
ress of ITU’s work on NGN and explore specific is-
sues that impact both the ITU and the IETF in order
to better understand the work underway in the two
organizations and to identify areas where action can
be taken to make further progress.

Figure 8.  
Calculated noise suppression results based on 
the filter transfer function of Fig.6. Solid line: 
the calculated relative intensity noise of the investigated
Fabry-Perot laser diode. There is a noise suppression of
10 dB in the range of the 2 GHz relaxation oscillation.



1. Introduction

The TCP SYN attack is made possible because esta-
blishing a TCP connection involves a so-called three-
way handshake. The client starts the connection by
sending a packet with the SYN flag set; it also specifies
an Initial Sequence Number (ISN). The server replies to
this with a packet that has both the SYN and the ACK
flags set; it contains an acknowledgement for the ISN
of the client and the ISN of the server. The connection
is finalized when the client replies to this message with
an ACK packet that acknowledges the ISN of the ser-
ver.

In order for the server to be able to verify that the fi-
nal ACK packet is indeed a reply to the SYN ACK, it
has to compare the acknowledged sequence number
with the ISN it gave the client; thus, it is necessary to
establish a state when the SYN ACK packet is sent
and to maintain it for some time: either until the final
ACK arrives, or until it times out.

The attacker thus merely needs to send copious
amounts of SYN packets (perhaps using spoofed sour-
ce addresses). He or she ignores the SYNACK packets
of the victim and never finalizes the connection. After a
while, the finite connection backlog of the victim will be
full and no further TCP connections to the attacked
port will be possible.

2. Existing solutions

Some vendors (e.g. Cisco) offer routers that claim to of-
fer protection against SYN floods. Some of these proxy
the TCP handshake: they only send SYN packets to
the protected server if they already received the final
ACK. For the connection to work, the sequence num-
bers must be mangled on each subsequent packet of
the session (because the router had to choose an ini-
tial sequence number for the connection, and the ISN
of the server is bound to be different). These routers
typically also have shorter timeouts on half-open con-

nections and thus are indeed less vulnerable to SYN
floods. It is important to note however that these ap-
proaches don’t solve the actual problem, they merely
increase the cost of a successful attack. It is still neces-
sary to allocate finite resources (memory) for each con-
nection. The only difference is that the attacker has to
deplete the memory of the router, not the server.

Another suggested solution was to randomly drop
SYN packets using a RED scheme [6]. Like shorter time-
outs, RED also only makes the attack more expensive,
but not impossible.

There are very general and thus somewhat heavy-
weight ways of dealing with flooding and congestion in
general; one of these is described in [1].

An ingenious and widely deployed defense against
SYN floods are TCP syncookies [3]. Syncookies work
by sending a carefully crafted, cryptographically strong
ISN back to the client in the SYN ACK packet, so that
the ACKed sequence number in the final ACK packet
is enough to validate the connection. No state is esta-
blished and no memory used until the final ACK arrives.
It is unfeasible for the client to guess a valid ACK se-
quence number and thereby spoof a connection witho-
ut receiving a SYN ACK packet from the server first.

Detecting SYN floods is a different problem. One of
the proposed solutions is described in [4] – while a sta-
teless, “dumb” device does have its merits, the problem
with this particular approach is that it can only help fil-
ter the flood if the device is located near the attacker.
This means it would have to be deployed at every ISP
worldwide in order to be useful. Failing that, the device
can only detect that a flood is in progress but can’t tell
us who the perpetrator is.

3. Problems with syncookies

However, using syncookies has drawbacks. First of all,
a connection established using syncookies cannot use
large windows and can only use a fixed set of Maximum
Segment Size (MSS) values. Second, syncookies take
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time to compute: Bernstein suggests using the Rijnda-
el algorithm to generate the ISN. Third, they magnify
the effect of the SYN flood by responding with a flood
of SYN ACK packets – possibly to unwitting third par-
ties, if the flood uses forged source addresses. Thus,
syncookies can actually make the situation worse by al-
lowing “bounce flooding”.

Therefore, even though syncookies ensure continu-
ed operation of a service even when under attack, it
still makes sense to use a packet filter to prevent the
offending SYN packets from reaching the server at all.

The approach presented in this paper is comple-
mentary to syncookies. The cookies can ensure that
the service remains available while the RESPIRE (Re-
source Efficient Synflood Protection for Internet Rou-
ters and End-systems) mechanism reacts to the flood
and blocks it; however, as shown below, reaction times
are so short that syncookies are not strictly required.

4. How RESPIRE works

In contrast, our approach requires no additional da-
ta-gathering equipment to be deployed. Rather, it ma-
kes use of the data the victim itself must collect anyway
in order to be able to provide TCP service.

The victim has a plethora of useful information we
can use to determine whether we are under a SYN flo-
oding attack; for example, we probably are if any of the
following conditions are met:

– the number of incoming SYNs per second 
exceeds a threshold;

– a TCP backlog queue gets filled, 
so we have to start sending syncookies;

– the number of half-open connections exceeds 
a threshold;

– there is a disproportional difference between 
the number of SYN ACK packets sent out and
ACK packets received.

RESPIRE as described here relies primarily on the
last heuristic, but using a combination of all of the abo-
ve is possible with minimal modifications.

Note that it would be possible to compare the num-
ber of arriving SYN packets to the number of inbound
connection-finalizing ACK packets. However, in order to
identify ACK packets that are indeed the last packet of
a handshake, we need to track all TCP connections
anyway, which involves analyzing the SYNACK packet
and recording its ISN. Based on this information, we
could reconstruct the SYN anyway, so processing the
SYN packets separately seems redundant. However, in
order for us to be able to rely on counting outbound
SYNACK packets, the victim needs to be able to re-
spond to a sufficient number of SYN flood packets with
SYNACKs. Syncookies guarantee this ability, but if
they can’t be used for some reason, we must choose a
backlog size that allows enough SYNACK packets to
be sent for RESPIRE to identify the attackers before
the backlog fills up. If this cannot be done, we can still

count inbound SYN packets instead of outbound
SYNACKs, but still need to process outbound
SYNACK packets as well because we need their ISN.

So, to sum it up: it makes sense to count inbound
SYNs instead of outbound SYNACKs if the protected
server can use neither syncookies nor a sufficiently lar-
ge backlog queue.

When we are under a SYN attack, the best we can
do is to ignore the SYN packets of the attacker. The
simplest way to accomplish this is to set up firewall ru-
les that block SYN sent by the attacker; this means that
our most important objective is identifying the ad-
dress(es) the attacker uses. We could only do better
than this by “pushing” the filtering towards the attacker
along the network route his packets traverse towards
us using pushback [5] or a similar mechanism. 

Analyzing of RESPIRE
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Glossary

A.B.C.D/E
This is a shorthand notation for an IP subnet where the
first E of 32 address bits identify the network, with the
remaining bits identifying a node within that network.
For example, the Budapest University of Technology
and Economics uses the 152.66.0.0/16 network. “E” is
commonly referred to as the “size” of the network. The
smaller E is, the more nodes the network contains.

ACK
One of the flags used in TCP. Indicates that the packet
contains an acknowledgement of previously received
data.

cookie
Used to denote cryptographically generated data that is
used in authentication.

DoS
Abbreviation of “Denial of Service”.  DoS attacks try to
disable or sabotage a service.

SYN
One of the flags used in TCP. If set, the packet is refer-
red to as a “SYN packet”. The TCP handshake starts
with the client sending a SYN packet.

SYNACK
The second packet of the three-way TCP handshake is
commonly called a “SYNACK packet”. It has both the
SYN and the ACK flags set.

port
A two-byte endpoint identifier that is used by TCP and
UDP to distinguish between network flows related to a
single IP address.

RED
Random Early Drop. A congestion control mechanism
that avoids congestion by dropping some packets befo-
re the network becomes congested.

spoofing
Forgery (of the source address of a packet).

sequence no.
Every data unit sent using TCP has a sequence number:
basically the number of bytes transmitted so far plus a
random offset determined at connection setup. The ran-
dom offset makes connection forgery more difficult.



Historically, it used to be possible to forge just about
any source address on a packet, so isolating the sour-
ces would not have been possible. By now, however,
most networks have reverse path filters or are using ot-
her mechanisms to filter packets that are obvious fa-
kes; therefore, an attacker can typically only forge add-
resses within one (or a handful of) class C network(s).
We note that RESPIRE fails if the attacker can spoof
any source address; in fact, it can exacerbate the situ-
ation by blocking legitimate clients in an attempt to
block the attacker. Combining RESPIRE with spoof de-
tectors like hop-count filtering [2] can significantly redu-
ce this risk.

5. Anatomy of a SYN Flood

The typical attack scenario today is that the attacker
has access to a number of computers compromised
previously and now under his control – commonly refer-
red to as “drones” – in several subnets around the
world, and instructs all of them to launch an attack in
concert, effectively mounting a distributed denial of ser-
vice (DDoS) attack. To make filtering the packets more
difficult, the drones use spoofed addresses, but every
address is within the same netblock as the real address
of the drone; otherwise, the edge router of the net-
block would discard the packets.

Note that if the magnitude of the SYN flood is suffi-
cient to flood the entire downlink of the victim, the at-
tack is no longer a SYN attack but a generic bandwidth
depletion attack that happens to use SYN packets; it is
not our goal to deal with this scenario here.

Identifying the attacker
As mentioned earlier, we assume that during a SYN

flood, the ratio of the number of outgoing SYN ACK
packets to the number of incoming handshake-finis-
hing ACK packets is going to be much larger than one.
Note that most SYN ACK packets that go unacknow-
ledged are sent to the attacker; thus, we can identify
the attacker by finding the subnet with the most outgo-
ing SYN ACKs per incoming ACKs.

A naive way of doing this would be to count the
SYN ACK and ACK packets going to and coming from
each class C subnet in a large table with 224 (16.7 mil-
lion) entries. It is easy to see that this would be gross-
ly inefficient; most of the counters would be zero, and
most of those that are positive would only indicate be-
nign behaviour. Finding the attacker would require loo-
king at every entry in the table.

6. RESPIRE in detail

MULTOPS [7], the algorithm RESPIRE is loosely ba-
sed on, addresses this problem by storing the coun-
ters in an efficient, dynamically expandable hierarchi-
cal data structure that exploits the hierarchical nature

of IP space: a 256-ary tree is constructed to hold the
counters.

The root of the tree contains two counters, initiali-
zed to zero, and 256 pointers, initialized to NULL. One
of the counters, Synack_Out, counts the SYN ACK
packets leaving the system. The other counter, Ack_In,
counts the valid ACK packets (ones that finish TCP
handshakes) entering the system.

After at least Synack_Min SYN ACK packets have
been sent, the counters are consulted after each furt-
her Synack_Num SYN ACK packets are sent out. The
tree structure makes this a relatively cheap operation to
carry out. Because the number of tree levels is at most
four, four divisions and comparisons and eight incre-
ments must be carried out per SYN ACK packet. For
this reason, we recommend setting Synack_Num to
one. 

Sites with very large amounts of traffic can reduce
the overhead by increasing Synack_Num at a small
cost in flood detection speed and accuracy. Instead of
deterministic sampling, stochastic methods can be
used, or Synack_Num can be adjusted dynamically
based on the amount of traffic received; however, the-
se variations have no impact on the fundamental ope-
ration of the algorithm.

If the ratio of Synack_Out to Ack_In exceeds the
value of the parameter Rmax (a value of 1.5 or more is
recommended), then in the last sampling period, the
number of outgoing SYN ACK packets outnumbered
the number of incoming ACK packets at least 1.5 to 1.
This should not happen under normal circumstances,
so we assume that we are under attack.

If we are under attack, we begin expanding the
tree. For each Synack_Num subsequent outgoing SYN
ACK or incoming ACK packet, we note the remote IP
address A.B.C.D. If the root node pointer A is NULL, we
allocate a new node with the same structure as the
root node and link it to root→A. All SYN/ACK traffic as-
sociated with A.0.0.0/8 is from now on counted in both
the root node and in the counters of root→A.

If root→A already exists, we check if 
A→Synack_Out ≥ Synack_Min[L1] and if 

root→A→Synack_Out
root→A→Ack_In   

> Rmax

If so, A.0.0.0/8 is probably one of the sources of the
attack. We “zoom in” further by creating A→B if it
doesn’t already exist and so on until A→B→C exists.

The Synack_Min parameter can be different for
each tree level. Decreasing the limit on the lower levels
makes attack isolation faster but slightly less accurate.
To compensate this, it would be possible to increase
Rmax. We plan to investigate such fine-tuning possibili-
ties in a future paper.

If A→B→C exists, has at least Synack_Min[L3] SYN
ACK packets associated with it and the ratio of its co-
unters exceeds Rmax, A.B.C is assumed to be an attac-
king subnet and is blocked, i.e. no further incoming
SYN packets are accepted from A.B.C.0/24.
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How this blocking is done is beyond the scope of
this paper. The possibilities include, but are not limited
to:

– Adding the filter to TCP stack of the OS kernel.
– Using the built-in packet filtering mechanisms of

the underlying operating system, if any.
– Using a mechanism like pushback [5] 

to request filtering from an upstream router.
Naturally, these blocks should be temporary. After

Block_Timeout minutes (15 recommended), they can
be removed. This value should be chosen so that it is
slightly longer than the typical flood is expected to be;
it is unwise to set it too high, because having too many
packet filtering rules puts a strain on the device that do-
es the filtering. Also, continuing to block a subnet after
the flood is over could result in blocking legitimate cli-
ents.

Once we find and block an attacking subnet, we re-
move its node from the tree; since we blocked it, we
won’t be receiving any further packets from it anyway,
and we subtract its package counters from the coun-
ters in its parent nodes. This is done so that in the pa-
rent nodes the packet ratios more closely reflect the ex-
pected new distribution, where packets from the newly
blocked subnet will no longer enter the system. This al-
lows us to more accurately decide whether there still
are other attacking subnets.

Once every Prune_Interval (2 seconds in our simu-
lation), we check if the tree contains suspicious nodes
(with counter ratios in excess of Rmax). If so, we zero their
counters. We remove all other nodes from the tree, ex-
cept, obviously, the root node.

Only zeroing suspicious nodes instead of removing
them allows us to more quickly identify them as attac-
kers during the next Prune_Interval, because we don’t
have to wait for Synack_Min packets to accumulate in
their parent nodes as the lower level node already
exists. 

We zero the counters because we are only interes-
ted in ongoing flooding activity; we do not want past
suspicious behaviour of a subnet to bias our future de-
cisions. Unfortunately, this means that an attacker with
a high number of distinct class C networks under her
control can insinuate a “slow SYN flood” into the protec-
ted system; i.e. she can send less than Synack_Min[L3]/
Prune_Interval packets per second from each subnet,
so that none of them are identified as individual flood
sources and blocked, but their cumulative effect on the
service is detrimental nevertheless.

In this case, we can classify the nodes as “above
suspicion”, “slightly suspicious” and “definitely suspicio-
us”. Nodes are above suspicion if their counter ratio is
smaller than an Rlegit value (1.1 or even 1.05). These
nodes we can remove from the tree at Prune_Interval
boundaries. Slightly suspicious nodes have counter ra-
tios between Rlegit and Rmax. We zero the counters of
these nodes but don’t remove them yet. A node is de-
finitely suspicious if its counter ratio exceeds Rmax but
it didn’t yet accumulate Synack_Min packets. 

We don’t even erase the counters of such nodes. It
is reasonable to expect that after a while the nodes as-
sociated with the attackers will satisfy the criteria of fil-
tering.

Figure 1. below shows an example RESPIRE tree.
The two columns inside the nodes represent the relati-
ve amounts of SYN ACK and ACK packets respectively
(but not an exact count). The nodes 92.0.0.0/8 and
96.0.0.0/8 sent approximately as many ACK packets
as we sent them SYN ACKs, so they are probably be-
nign. The darker nodes on the left, 171.0.0.0/8 and
171.85.0.0/16, are the suspicious ones. Note that the
root node is also “suspicious”; this is what tells us that
we are under attack.

Figure 1.  Example of a RESPIRE tree

RESPIRE Memory Usage
In order to avoid memory exhaustion attacks aga-

inst RESPIRE, the total number of tree nodes must be
limited. One node occupies 2x64 + 256x64 bits: the two
counters and the 256 pointers, assuming a 64-bit archi-
tecture. This adds up to 2064 bytes, or half that, about
one kilobyte on more common 32-bit computers. The
maximum number of nodes that could be created if no
limit were enforced is 16777216 + 65536 + 256; thus,
the total amount of memory used by the tree structure
could increase to up to about 32.5 gigabytes (half this
on 32-bit architectures), which is impractical to store
and manage.

Our simulation showed that more than 150 nodes
are seldom required even when the attackers com-
mand rather large address spaces. If we assume an
unrealistic case where 200 different class C networks
are used to flood the victim, and these all reside in dif-
ferent A blocks, only 600 nodes would have to be allo-
cated, adding up to slightly more than one megabyte
in size. Thus, limiting the amount of nodes to about
500 seems safe.

What to do when the limit is reached? If a new node
is to be created beyond the 500th, find the least suspi-
cious node under the root node and remove it and its
children. If the root node only has one branch, conti-
nue the search on level A; obviously the single A node
must have more than one branch, or we could not ha-
ve 500 nodes in total. (More sophisticated methods co-
uld be used to find nodes to delete, but they would be
more expensive.)

Analyzing of RESPIRE
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7. RESPIRE reaction time

In this section we will try to estimate the reaction time
of the algorithm using mathematical methods. Let us
first assume that we are dealing with a single attacking
class C subnet. The calculations can be generalized to
apply to more complicated cases, except “slow floods”,
which were discussed earlier.

In cases where multiple class C subnets are attac-
king, we can aggregate the times needed for each at-
tacking subnet to be banned. This will be the worst
case, because usually we should be able to ban seve-
ral subnets in one go. 

We assume that the attacking SYN packets arrive
with an intensity of Ψ packets/sec. The legitimate traffic
can be described as a λ parameter Poisson process,
since legitimate users are independent. If we assume
that burstiness is minimal, outbound SYNACK and in-
bound ACK packets likewise resemble Poisson proces-
ses, because the time needed for the computer to
compose a SYNACK packet from an incoming SYN re-
quests is approximately constant. This way, the Round
Trip Time (RTT) does not cause a significant error in this
approximation.

Even though the ACK packets arriving in a time in-
terval are not necessarily the replies to the outgoing
SYNACK packets of the same interval, the expected
value of their number should be almost equal; with Po-
isson processes, we can expect a similar number of
events in intervals of the same length, regardless of
when the intervals start.

Let ∆t be the time the attack begins after a Prune_
Interval boundary. Two conditions are tested by the al-
gorithm:

and

The first inequality is independent of ∆t; thus, if the
above assumptions hold, we recognize an attack as
soon as Synack_Min is exceeded. The condition of de-
tection thus is:

Ψt ≥ (Rmax –1) ⋅λ l

Thus the time needed for each tree level is: 

Naturally, detection takes longer if, while counting, a
Prune_Interval ends, because all counters are zeroed.
Fortunately, counting can be resumed at the same tree
depth we left off, because parent nodes are not eras-
ed. Using the indicator function I{A} which returns 1 if
condition A is met and 0 otherwise, both cases (i.e.
crossing an interval boundary or not) can be written in
one equation. The condition tests whether the Prune_
Interval the counting started in is different from the one
it is supposed to end in. More than one boundary can-
not be crossed; if the criteria of detection are met, we
detect the flood in either one or two intervals.

Simplifications are possible by recognizing that if
detection cannot be finished in the interval it started in,
the time remaining until the next boundary is less than
∆t’level. In the next interval, we start counting again,
and will take approximately ∆t’level seconds to identify
the attacker. The time spent at a tree level can thus be
estimated by: 

∆tlevel ≤ 2⋅ ∆t’level

The probability of crossing an interval boundary is
smaller if we set the interval length larger. A compro-
mise must be found: the desire to only detect on-going
attacks requires the interval to be small, whereas reac-
tion times are better if intervals are longer.

When the root node indicates attack, we start buil-
ding the tree. This procedure, along with the examina-
tion of the nodes, their manipulation, counting etc. do
not cause a relevant time overhead, because packet
transmission times are typically several orders of mag-
nitude larger.

In order to better estimate the time spent at each
tree level, we need to introduce a parameter “a” that in-
dicates what fraction of the legitimate traffic originates
from a given subnet as we move down the tree. Assu-
ming that every subnet is responsible for an equal por-
tion of the whole traffic would mean that packets from
a specific class A subnet make up only about 1/256th of
all the incoming SYN requests. For a class B subnet,
the amount would be 1/2562, for a class C subnet,
1/2563. Naturally, this will not be true in practice. One
reason is the distribution of IP addresses. At the A le-
vel, a significant portion of the address space is reser-
ved for special purposes. The B and C address spaces
are also unequally used, but the situation is not as bad
as at level A. Thus an approximation where we use the
parameter only at the level A, and the lower levels are
taken to be homogeneous, appears to be acceptable.
The value of “a” will vary, but probably be somewhere
between 16 (local server used mostly within a relatively
small country) and 128 (busy global server).

Total reaction time is the sum of the time spent at
each of the four levels. These, if we needn’t cross any
Prune_Interval boundaries, and are using different Sy-
nack_Min values for each level, can be written as fol-
lows:
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The overall time needed obviously equals:

∆T = ∆troot + ∆tA + ∆tB + ∆tC

Let us consider the case where all legitimate SYN
packets come from different class A subnets than the
attacking ones. This gives us the worst case, since de-
tection time depends only on the time needed to col-
lect at least Synack_Min SYN packets – if the attack
can be recognized at all. Under these circumstances
we need not assume anything about the distribution of
legitimate traffic among the subnets. We obtain:

Reaction time when the algorithm crosses an inter-
val boundary at each tree level can be written as:

Please note that although reaction time seems to in-
crease as Prune_Interval increases, its expected value
actually decreases, as the earlier equations indicate.
The reason is that when the interval is longer, the pro-
bability of reaching the interval boundary decreases.

Let us now give a rougher, but more compact ap-
proximation. According to our earlier observations, the
time needed at each level is less, than double the time
that would be required if no interval crossing took pla-
ce. Total reaction time is thus smaller than the time we
get by assuming that every level needs as much time
as the level that needed the most time.

Note that reaction time decreases as attack inten-
sity increases. Reaction is practically immediate in the
case of extreme floods, which cause the most damage. 

This corroborates the results of the simulations; see
below.

8. Simulation results

In order to analyze the performance of RESPIRE, we
also ran a simulation [8]. For the sake of completeness,
we sum up the results in this paper as well.

We simulated a busy SMTP server that has 62.8 ac-
tive connections and 12.6 new connections per se-
cond on average. 300 simulated terminals were used
to represent legitimate clients that randomized their IP
before each connection. We also planted 8 attackers
into the system who flooded the server with SYN pac-
kets. Using these attackers we modelled a distributed
SYN attack. The state machine implemented in the at-
tackers was different from the ones in the normal cli-
ents. The attackers use spoofed source addresses that
are uniformly distributed across an entire subnet, the
base address of which is a random value. The subnet
mask is chosen randomly between 16 and 24; attacks
that use entire /16 subnets should be very uncommon
in practice, but we wanted to be generous with the at-
tackers in order to put RESPIRE to a harder test. Each
attacker performs one SYN attack of random length
and intensity.

Table 1. (on the next page) summarizes some of the
numerical results of the simulation.

Note that attacks #5 and #6 appear twice. This hap-
pened because these attacks lasted longer than the ti-
meout for the firewall rules (15 minutes), so after the ru-
les expired, these attacks had to be blocked again.
“Unfiltered packets” shows the number of flood packets
that passed RESPIRE by before the filtering rules took
effect. The other columns should be pretty self-expla-
natory.

Let us now compare simulation results with our mat-
hematical predictions.

Attacker #3 has a subnet of 4096 addresses (16
adjacent class C networks). This means we will see 16
suspicious class C nodes in the tree, all descendants
of the same class B node. If the attacker chooses the
source addresses of his packets uniformly, each of the-
se nodes will account for 1/16th of the total flood inten-
sity, that is, 3660.19 pps. Down to level B we can act
as if we only had a single attacking class C:

Analyzing of RESPIRE
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If we also wish to account for the possibility of crossing interval boundaries, the equations become more complex:
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At level C, we obtain:

The total predicted time is thus 0.065 s which is a
good estimate of the measured 0.045 s. The two met-
hods produce comparable results.

Using the same methods, we can compute the pre-
dicted reaction times for all attacks: 0.635 s, 0.011 s,
0.65 s, 0.012 s, 0.338 s, 0.17 s, 0.032 s.

We needn’t modify our upper estimate if several no-
nadjacent class C subnets start attacking at almost the
same time. While this decreases the time needed for
the root node to become suspicious, it doesn’t influen-
ce the lower levels because the attackers reside in dif-
ferent class A nets. In our estimate, we used the time
spent at the level where we spent longest, which cer-
tainly isn’t the root node. Thus, the fact that the root
node needs less time doesn’t impact the rest of the cal-
culations.

Naturally it can happen that the distribution of spo-
ofed source addresses is non-uniform, which causes
us to detect one attacking class C subnet before anot-
her. If some class C subnets use a substantially smal-
ler attack intensity, total time taken can increase. Note
however that in this case, the more damaging part of
the flood has already been filtered, so it’s acceptable
to spend slightly more time blocking the rest.

9. Conclusion

In this paper, we introduced RESPIRE, one of several
ways to combat SYN-floods. It appears to be a very
lightweight solution that nevertheless filters SYN floods
quickly and reliably. Additionally, it also reduces the
amount of collateral damage a SYN flood can cause.
Its memory requirements are very modest, rising above
a few kilobytes only when under attack.

We suggest that RESPIRE be deployed alongside
syncookies. A reference implementation for Linux is
currently undergoing beta testing and will soon be rele-
ased.
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1. Outline of the new regime

The new regulatory framework for electronic communi-
cations was adopted in 2002. The main objectives of
the new framework are to simplify the previous regimes,
to apply them in a technologically neutral manner, and
to encourage competition while guaranteeing user
rights. Certainly, the previous regime has been stream-
lined, through a reduction from twenty key Community
law measures to just five.1

At one level, the new régime is a major step down
the transition path between regulated monopoly and
normal competition, governed exclusively by generic
competition law. As a result of the new regime, NRAs
are no longer able to regulate the sector by issuing in-
dividual licences. Subject only to certain limited excep-
tions, Member States are required to establish a gener-
al authorisation regime. The conditions that may be im-
posed are heavily circumscribed. The new regime’s pro-
visions are applied across the range of ‘electronic com-
munications services’, ignoring pre-convergence dis-
tinctions. It represents an ingenious attempt to corral
the NRAs down the path of normalisation – allowing
them, however, to proceed at their own speed (but wit-
hin the uniform framework necessary for the internal
market). 

Since the end state is envisaged to be one gover-
ned by competition law, the European Commission pro-
poses to move away from the rather arbitrary and piece-
meal approach of the previous regulatory package to-
wards something consistent with that law. However, com-
petition law is to be applied (in certain markets) not only
in a conventional responsive ex post fashion, but in a
pre-emptive ex ante form. The new régime therefore re-
lies on a special implementation of the standard com-
petition triple of: market definition, identifying dominan-
ce, and formulating remedies to deal with (anticipated)
competition law breaches. We examine these in turn.2

According to the underlying logic of the legislation,
the Commission first establishes a list of markets where
ex ante regulation is permissible, markets being defined
according to normal competition law principles. These
markets are then adapted and analysed by NRAs with
the aim of identifying dominance (on a forward-looking
basis). Where no dominance is found, ex ante obliga-
tions may not be imposed on any undertaking in the re-
levant market (ex post competition law would still apply).
Where dominance is found, the choice of an appropria-
te remedy must be made from a specified list. The effect
of the regime is to create a series of market-by-market
‘sunset clauses’ which reduce the level of ex ante regu-
lation as the scope of effective competition expands.
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Market definition
In February 2003 the Commission issued a Recom-

mendation on relevant markets, to identify those mar-
kets which, in the Commission’s view, may warrant ex
ante regulation. Unlike the previous regime, markets
must be defined in accordance with the principles of
competition law. NRAs may vary the markets subject to
objection by the Commission. The Recommendation in-
corporates flexibility by allowing related ‘technical servi-
ces’ to be aggregated within a market definition. Mem-
ber States can also add or subtract markets, using spe-
cified (and quite complex) procedures.

The Recommendation identifies three cumulative
criteria for identifying those markets which are suitable
for ex ante regulation: high and non-transitory barriers
to entry, the expected persistence of such barriers to
entry over a relevant time period, making the prospect
of effective competition unlikely, and the inability of com-
petition law adequately to address the particular issue.
The second of these is simply a projection of the first
(albeit difficult to apply in practice). The logic of the ré-
gime thus rests heavily on the combined operation of
the first and third criteria.

Dominance
Pursuant to Article 16 of the Framework Directive, the

regulatory framework only permits the imposition of ex
ante regulation where one or more undertakings is found
to have Significant Market Power (SMP), which is identi-
cal to the standard definition of dominance determined
and repeated by the European Court of Justice, ensuring
in principle a major step forward towards the convergen-
ce of approaches under regulation and competition law. 

Remedies
Under the Directives, NRAs have the power to impo-

se obligations on firms found to enjoy SMP in a rele-
vant market. Essentially, for wholesale markets the re-
medies are contained in Articles 9-13 of the Access Di-
rective, while for retail markets the remedies are contai-
ned in Articles 17-19 of the Universal Service Obliga-
tions Directive. The wholesale remedies are, in ascend-
ing order of rigour: transparency, non-discrimination,
separate accounting, mandatory access, and cost-ori-
ented pricing. NRAs must act within a framework of du-
ties set out in Article 8 of the Framework Directive and
the measures they take must be proportionate to the
policy objectives identified. This can be construed as
meaning that the intervention is appropriate, no more
than is necessary, and, by implication, satisfies a cost-
benefit test, in the sense that the expected benefits
from the intervention exceed the expected costs. 

2. Experience

Over one hundred notifications of individual market ha-
ve now been made to the Commission by NRAs, so it
is possible to draw some preliminary conclusions about
how things are going. I devide this assessment into
process and outcome components, the latter divided
between market analysis and remedies.

Process
The first point to make is that the regime imposes

very heavy burdens on NRAs. In the UK, which has
completed the process, an Ofcom official estimated
that the reviews took about 60 person years of work.
NRAs in smaller countries, which have the advantages
of precedents, can reduce this vastly, but even in some
of these the volume of analysis undertaken and length
of notifications have been enormous. In my opinion,
notifications have often contained unnecessarily ex-
haustive proofs of the obvious, and consideration
should be given in future to streamlining the process. 

The European Commission Task Force which recei-
ves the notifications (comprising officials from DG Comp
and DF InfoSoc) also runs the risks of being swamped
by the number of notifications (18 from each of 25 mem-
ber states plus a few extras). The Commission has one
month to accept a notification, with comments, or retain
it for a further two months’ study internally and by other
NRAs through the Communications Council. So far, only
a handful of notifications have gone to the second sta-
ge, and the Commission has required the withdrawal of
only one market analysis – of the wholesale market for
mobile access and call original market in Finland, where
the NRA made a finding of dominance an the part of the
largest operator, based largely on its market share in ex-
cess of 60%. The NRA must now resubmit the analysis.

Many NRAs have prenotification meetings with the
Commission at which work in progress is discussed.
These are unquestionably helpful and (combined with
previous Commission comment) have almost certainly
helped to reduce the number of notifications going to
the second stage. NRAs reasonably infer that if an ar-
gument or piece of analysis submitted by another NRA
has ‘got through’, the same approach will work for it if
the circumstances are sufficiently similar. 

Although the Commission’s legal basis for appro-
ving an NRA’s choice of remedies is much weaker than
its basis for approving market definitions and analyses,
its responses to notifications have also included com-
ments on proposed remedies.

Market analysis
Despite the lengthy period taken over the analysis,

the ‘surprise’ value of many of the notifications to date
if very low. Broadly, we knew that competition was slow
to develop in fixed networks which, tend to be domina-
ted by the historic monopolist. This applies particularly
to the smaller member states. The exceptions are na-
tional and, especially, international retail calls (espe-
cially by business customers, where the data permit
such a distinction) and wholesale transit or conveyan-
ce on ‘thick’ routes. The same applies to leased lines at
low speeds which are tied to the generally monopolised
public switched telephone network. 

An area of emerging interest, especially in relation
to fixed markets, is whether competitive conditions in a
member state are sufficiently uniform to justify a geo-
graphic market definition which covers the whole count-
ry, or whether separate regions should be distinguis-

HÍRADÁSTECHNIKA

52 VOLUME LX. • 2005/6



hed, served by differing numbers of operators. For ex-
ample, origination might be competitive on thick (inter-
urban) routes but not on other routes. NRAs are reluc-
tant at present to make such distinctions, but they may
be necessary in the future.

Some comments on other markets are given below.
Fixed and mobile termination: in the Recommenda-

tion on relevant markets, these are defined as single
operator markets, carrying the implication that each
operator is a 100% monopolist. NRAs have so far ac-
cepted this approach, and it has led to the extension
of the cost-based regulation currently found on fixed
networks to termination on mobile networks too. As cost
models are developed, several NRAs have proposed a
‘glide path’ of charges gradually reducing changes in a
few years to a cost-based level. There is some ques-
tion as to whether mobile networks of different sizes
should have the same termination changes. In some
cases, small, more vulnerable networks are allowed in
the interim to set higher changes.

Mobile access and call origination: the Recommen-
dation on relevant markets does not include retail mar-
kets for outgoing mobile services within the list of mar-
kets subject to ex ante regulation. However it does in-
clude the underlying wholesale market, despite the fact
that, in the absence of national roaming, mobile virtual
network operators (MVNOs) or wholesale airtime sales,
there are no transactions on this market. Mobile opera-
tors do, however, supply themselves with such services,
and this has formed a basis for discussion of whether
there is single dominance on that market (as rejected
by the Commission in the case of Finland – see above)
or joint dominance exercised by two or more operators
with similar market shares. Given the structure of mobi-
le telephony in the EU, it is quite possible that one or
more notifications of joint dominance may be made.

Wholesale international roaming: these are national
markets (thus when a visitor from Hungary is in France,
she cannot use a German networks to make and recei-
ve roamed calls), but with an international dimension: re-
gulation in Hungary will, by definition, benefit visitors from
other countries, not Hungarians. As a result, the Euro-
pean Regulators Group has put measures in place en-
couraging NRAs to co-operate with one another or con-
ducting their market analyses. This process goes on si-
multaneously with a Commission competition investiga-
tion under Article 82 of the Treaty into the level of who-
lesale roaming charges set by two UK mobile operators.

Wholesale broadband access (‘bitstream’) and un-
bundled loops: these two markets are central to the com-
petitive supply of DSL-based broadband services. While
markets for local loops are likely to exhibit dominance,
there is room for more debate about whether single (or
possibly joint) dominance can be found in the market for
bitstream in member states where there are developed
cable networks and more than one operator which has
installed broadband equipment in local exchanges.

Broadcast transmission services: NRAs have strugg-
led to define and analyse this market, which might be

taken to include some or all of a range of analogue
and digital platforms relying on cable, DSL, satellite
and terrestrial transmission. This market is likely to ne-
ed review for future rounds of analysis.

Remedies 
The ERG Remedies paper represents a laudable

attempt by NRAs to provide guidance on remedies. But
because they are not subject to notification of and ap-
proval by the Commission, it is harder to provide a syn-
optic view of the variety of remedies applied.

The challenge NRAs face in connection with choice
of remedies is how best to use the flexibility available
under the new, more narrowly defined anti-trust market
and more focussed remedies. In my view, this is best
achieved by adopting a zero-based approach – i.e. con-
jecturing how the market would operate without regula-
tion. (This must in any case be done at the market ana-
lysis stage, where dominance is being tested for in a
world without regulation.) Remedies to deal with prob-
lems can then be progressively added, and an estima-
te made of the incremental effect of each. The alterna-
tive is to start not from zero regulation, but from the sta-
tus quo, and evaluate the effect of perturbations from
that point. The problem here is that current remedies
interact in various ways, and this approach may be too
conservative in the sense that an NRA, not starting from
a clean slate, might end up making no major change.

A second point, set out in the ERG remedies paper,
is that it is extremely helpful if the NRA has a realistic
understanding of how competition will develop over the
period of the review and can gauge its interventions to
help that process. This might involve opening up certa-
in access points in the incumbents’ networks, and
withdrawing others where competitors have replicated
the relevant assets. Unlike the case NRAs’ market defi-
nitions and analysis, which can be evaluated at once
on their own terms, the impact of remedies will be felt
over a longer horizon. Nonetheless, an NRA can legiti-
mately be criticised if it unthinkingly reproduces under
the new regime all its current remedies.

3. Conclusion

The Commission is undertaking a review of the regime at
the end of 2005, by which time its effect will be more evi-
dent. Tentatively, I would draw the following conclusions:
– the underlying logic of the new regime is sound, 

and fit for its long-terms deregulatory purpose;
– the process should be simplified except in the case

of very difficult markets; this should go hand-in-hand
with a reduction of the number of ex ante markets 
in the Recommendation; the result should be 
a speeding up of the process;

– so for the interactions between NRAs and the Commis-
sion have been effective and expeditious, but it remains
to be seen if a faster flow of work can be dealt with;

– more thought can usefully be given to the design of
remedies, with more systematic collection 
of effectiveness evidence, from member states.
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1. Introduction

On the turn of the 20th and 21th century, the mobile te-
lecommunication equipment went through a powerful
development. After the early analogue systems the
GSM (Global System for Mobile Communications) ap-
peared, and the UMTS (Universal Mobile Telecommuni-
cation System) is being introduced nowadays in many
countries in Europe. The evolution includes the incre-
ase of bandwidth, the fulfilment of the All-IP concept
and the appearance of multimedia capable devices,
thus different multimedia services like on-line strea-
ming, video conferencing, Internet browsing and seve-
ral packet based, on-demand services could be avail-
able with a next generation mobile phone. These chan-
ges were mostly called forth by the information society,
which spends more and more money on communica-
tion. Even if these technical evolutions are not always
urged by the subscriber demand, the new possibilities
and functions are getting used widely.

Temporarily, the services accessible with mobile de-
vices are offered by the network provider (who is the
content and application provider as well), but with the
continuous growth of the number of accessible func-
tions and media it is predictable, that the network ope-
rator won’t have enough time and/or energy to invent
and offer new services, although it could lead to signi-
ficant superiority in the market competition. With these
conditions the supply of infrastructure and content sho-
uld decouple, so content and applications should be
served by 3rd party providers.

International telecommunication companies have
made huge investments in UMTS, although a fully ope-
rating 3rd generation mobile network does not exist
yet. The reason is that the changes are so significant,
that the existing management systems are unable to
handle these new demands. Not only the services sho-
uld be developed but also the managing part should

be revised, extended, and new features must be ad-
ded, to realize the functions defined in the standards.

One of the main parts of the management system is
charging. The return of the invested funds can only be
hoped by new “killer-applications” and their proper ac-
counting. The charging system of GSM networks was
not designed to handle the bandwidth and the data/
media types of UMTS services. A new charging concept
should be developed, capable of handling the existen-
ce of 3rd party providers, and to support all kind of char-
ging methods, like pre-paid, paynow, or post-paid mode. 

The new architecture must be compatible with the
existing GSM network charging architecture, and must
operate real-time. Because the subscribers want to pay
to only one provider (one-stop-shop concept), this ac-
centuated provider has to maintain a financial relation-
ship with the other providers and has to settle the invoi-
ces. The business model must be flexible, in order to
support all combinations of content and provider rela-
tionships, hence the charging system must be accu-
rate, convenient, transparent, and must be able to co-
operate with other autonomous systems [6].

2. Business models

The amount of money paid after a service should be
shared among the network operator and the content
provider. But because the subscriber dislikes paying to
more than one supplier for one service, the two provi-
ders should maintain some financial relationship, and
settle the liabilities periodically after validation and
identification. The content provider and the network
operator have to agree on the parameters of the provi-
ded services (e.g.: required transport quality, parame-
ters to be measured). Both providers must authentica-
te the user, and must know his or her financial status to
decide, whether to accept or reject the service request.
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Nevertheless, the rendition of the full account due to
the user’s personal rights is not viable.

Taking the business scope of 3rd generation net-
works, several business roles exist. The network opera-
tor provides access and transport services. The role of
the content provider is to provide services, contents or
applications that add value to transport services. These
applications or contents can be produced by the con-
tent provider itself or purchased from other providers.
The key function of the content aggregator is to packa-
ge and offer services from one or several content provi-
ders. In third generation networks the key solution is fle-
xibility [6]. A subscriber can belong to the content or the
network provider, and both of them can charge the user.

Although several combinations of the roles and re-
lationships are possible, the UMTS Forum outlined the 

most presumable business models [7]. A charging sys-
tem must be prepared to deal with the different combi-
nation of business roles, and the charging systems of
the providers must be compatible with each other.

2.1. Network operator centric business model
In this model (Figure 1.) the network operator provi-

des the content indirectly, charges the user and does
the payoff to the 3rd parties. The subscriber can use
the money on his/her infrastructure-account to pay for
the content. In this way, content providing seems to the
user like a value added network resource usage. The
provider does not store the data and isn’t responsible
for it’s content, therefore the Internet connection strong-
ly determines the quality of the service (QoS). This mo-
del is the most convenient for the subscriber, although
the operator has full control over the content providing.

2.2. Content Aggregation Centric Business Model
In the content aggregation centric business model

(Figure 2.), the content is accessed through a portal
(which is not part of the mobile network). The service
cost is split into two parts: the cost of the access to the
aggregator (network resource usage) which is paid to
the infrastructure provider, and the cost of the content
accessed, which is paid to the aggregator. The fee of
the content is defined by the content aggregator, who
may be in connection with other content providers. In
this way a chain of providers is involved in the transac-
tion. To avoid the subscriber’s chagrin, caused by the
multiple payoffs, the content aggregator and the net-
work operator should be in financial relationship and
settle the bills among the 3rd party providers.

2.3. Content Provider Centric Business Model
The content provider centric business model (Figu-

re 3.) is quite similar to the content aggregation centric
business model, but the content provider plays the ro-
le of the content aggregator as well. Because of the
huge number of 3rd party providers, the realization of
the business relationship is much harder, than it was in
the content aggregation centric business model. The
main disadvantages of this solution are that the con-
tent/application providers must solve the accounting of
services on their own, which can be more expensive
than the service itself [10] and that the subscribers ha-
ve to maintain an account with every content provider
separately. This solution could lead to problems in case
there are many providers. This model brings huge free-
dom to the services offered, but it means enormous ad-
ministrative overhead as well.

2.4. Hidden Network Operator Model
In this model (Figure 4.), the network operator stays un-

revealed for the subscriber, as the content provider pro-
vides the mobile equipment, services and applications
for the user and pays the necessary fees for the net-
work operator. The model is suitable for companies with
a very strong brand and with a tough customer base.
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Figure 1.  Network Operator Centric Business Model

Figure 2.  Content Aggregation Centric Business Model

Figure 3.  Content Provider Centric Business Model

Figure 4.  Hidden Network Operator Model



3. Technical challenges

In wired communication and in the circuit based GSM
systems accounting was much easier. Because of the
permanent and reserved bandwidth, the price of the
service depends only on the length of the connection.
The GPRS (General Packet Radio Service) and the
UMTS are packet based, so the measurement of value
and quality of the service are more complex.

In order to compute the quantity of the service, we
should count the bits that have gone through the sys-
tem. This method would require huge computing capa-
bilities from the network elements (because of the high
speed transport) and would impose a big overhead on
the system (for N transmitted bits, the exact size can
only be written in log2N bits). Counting of packets isn’t
the perfect solution either, inasmuch as the packet
lengths in IP network vary in considerable range. Be-
cause of the defective quality of the Internet, a correct
method should be aware of the lost and doubled pac-
kets. The additive cost because of these failures sho-
uld not be charged to the subscriber.

In non-circuit switched systems the measurement of
quality means problems as well, because in best-effort
services a fixed reserved bandwidth is absent. Without
a permanent connection a guarantee for capacity and
delay can only be given with heavy signalling. In multime-
dia services the measurement of QoS is especially hard,
because (f.e.) in case of video-streaming, the actual con-
tent affects the minimal requirements for the quality.

We showed that measuring quantity and quality is a
quite complex task, which imposes notable overhead on
the system. Furthermore, in a pre-paid environment, it
must be done in real-time. In the present solutions, most
providers solve it by combining data measuring with so-
me easily measurable unit (time based accounting or
constant bit rate accounting), or the measurement is do-
ne with greater scale (more kilobytes for instance) [9]. 

Another problem can be derived from the mobility.
Every equipment has an IP address in the UMTS envi-
ronment. If we use a fix IP address, and update the ro-
uter tables in the network, the movement would be
transparent for the charging mechanisms, but the rou-
ter updates would cause overhead and signalling pro-
blems in the network. If the IP address changes conti-
nuously the network elements (which supply the char-
ging information) must be informed respectively.

In the UMTS system, several media are accessible
(Table 1.) [1]. Standards give possibilities to subscribers
to possess separate accounts for all media available in
the system. In case of 3rd party providers, if the acco-

unting is done by the network provider, the operator
should be aware of the exact method of charging and
the measurable parameters of the service.

In 3G mobile networks it is possible for the users, to
gain information about the price of the services, before
the actual requisition. This supplementary service is en-
sured by the AoC (Advice of Charge) function. The mo-
bile equipment retrieves charging-related information
from the network, which contains the dependence of
the price on service-time or service-data, or in case of
an event based service (MMS for instance), on the en-
tire, exact price of the service. This information is obvio-
usly sent by the same network element, which mana-
ges the charging and billing of the given service (the
network operator or the 3rd party provider, depends on
the business model used); nevertheless, if the informa-
tion is sent by a 3rd party, the information should be va-
lidated and supervised [5].

4. Charging in UMTS networks 

Besides the service and quality measurement the char-
ging process also includes the settlement of invoices
among the serving parties (subscriber, network and con-
tent provider). The price of network usage must also be
settled between the network providers in case of roa-
ming. This procedure is standardized, and uses the
transfer account procedure (TAP) and a specific TAP
format [1]. The construction of the bill presented to the
user is also important; it must be simple and easily un-
derstandable [6]. The real money transaction between
the parties (including the user) is usually obliged by
contracts. These problems, solutions and mechanisms
are beyond the scope of this article.

Standards define two different paying modes (pre-
paid and post-paid) and two charging methods: the of-
fline and the online charging. The paying mode indica-
tes the time, when the user has to pay for the service:
afore or after the service require. The charging method
indicates whether the subscriber’s account is managed
real-time (online) or not (offline). In offline charging, char-
ging information is gathered after the requisition, and
so, the subscriber account is debated after the service.
Since this information is collected after the event/servi-
ce, and sent trough a widespread network, real-time
charging is not possible. The online charging mode as-
sures that services are applied only if the subscriber
has the necessary amount of money for them. 

In offline mode the gateway (GGSN – Gateway
GPRS Support Node) and the inner-nodes (SGSN –
Serving GPRS Support Node) are sending charging in-
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• speech,
• voice (real-time / streaming),
• video (real-time / streaming),
• data (download / upload / interactive content),
• messages (SMS / E-mail),
• data-flow (unspecified content),
• accessed web-pages, portals, etc.

• determinate data amount,
• determinate time-interval,
• the change of charging conditions,
• the change of QoS,
• the change of tariff,
• the change of position or cell,
• and the closure of voice, data or multimedia sessions

Table 1. Table 2.



formation to the Billing System (BS). This charging in-
formation must be in standardized format, called Char-
ging Data Record (CDR). The Charging Trigger Func-
tion (CTF) of the network elements generates charging
events (Table 2.) based on the observation of network
resource usage. The Charging Data Function (CDF) re-
ceives charging events from the Charging Trigger Func-
tion (CTF), and then uses the information contained in
the charging events to construct CDRs. These records
are sent to the Charging Gateway Function (CGF),
which acts like a storage buffer, cleans, and preproces-
ses the CDRs. Finally, the CGF sends these processed
CDRs to the Billing System (Figure 5.). Because these
charging records carry every information about the ser-
vices required, the functionality of the CDRs extends
beyond charging. With CDRs it’s possible to analyze
service-utilization, and gain statistical information about
the services and content. By archiving the CDRs, the
user-complaints can also be easily settled [1].

According to the standards [2], post-paid users can
limit their account for a specific service; in light of this,
a real-time charging method should be used for pre-
paid users and for post-paid users with credit limit. To
ensure this, online charging should be applied.

In online mode (Figure 6.) the Online Charging Sys-
tem (OCS) is responsible for proper charging. The main
task of this function is to realize real-time charging by
continuously delegating certain amounts of credit to
the serving network elements. These credits are de-
ducted from the user’s account. This method is called:
unit reservation. If the service terminates before all cre-
dits are consumed, the network elements are retrans-
fering the remaining credits to the OCS. To assure con-
tinuous service delivery, if the users do not terminate
the service, a new amount of granted credit should be
sent to the serving network element before the previo-
us one runs out [3,4]. This unit-granting function is re-
presented by the Online Charging Function (OCF) in-
side the OCS. The CTF generates charging events for
the OCF as well, but this communication is bidirectional,
as the OCF has to grant credits for the service. The

OCS also includes the Account Balance Management
Function (ABMF) and the Rating Function (RF). The Ac-
count Balance Management Function is the location of
the subscriber’s account balance within the OCS, and
the Rating Function is used to determinate the value of
the network resource usage and responsible for the

– rating of data volume (e.g. based on charging 
initiated by an access network entity),

– rating of session / connection time (e.g. based 
on charging initiated by a SIP application),

– and for rating of service events (e.g. based 
on charging of web content or MMS).

5. Mode-switching model

For a correct modelling it is obligatory to suit the related
standards. The optimal model can be developed using
the proper determination of the free parameters. Such
variable parameters are the amount of data and/or ti-
me that triggers the CDR generation and the amount of
granted credit during unit reservation. The smaller data/
time amount we use, the more accurate the charging,
and the larger the network overhead will be. It can be
seen, that some trade-offs are necessary. Other varia-
ble parameters are the physical realization of the char-
ging functions, inasmuch as these functions are not at-
tached to hardware entities. The third variable parame-
ter or method is the measurement of the services. The
standards don’t deal with the measuring methods, the-
refore for data transfer, the estimation of bandwidth or
the exact bit count are possible solutions. 

Since the unit reservation message should contain
more or less the same information as the CDRs, we as-
sume that they have the same size. In online charging,
if the service reserves a large amount of credit from the
user’s account, access to additional, parallel resources
could be denied, because there is no credit left on the
account for another resource usage request; even if
some service terminates afterwards, and the unused
credits are returned to the users. In light of this, a more
frequent unit reservation, with a smaller amount of cre-
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dit should be applied. Because CDRs indicate the used
services/data, this problem doesn’t occur during offline
charging. As follows, online charging causes bigger net-
work overhead, than offline charging.

Our idea was not to glue the charging mode to the
type of the payment (pre-paid, post-paid), but to dyna-
mically switch between offline and online charging (if
online charging is required) considering the user’s ac-
count as well. Moreover, the overhead of the continuo-
us unit reservation can also be reduced, by granting
units only once. The quality of service should also be su-
pervised, in order to charge services properly.

In our model, we assign a service specific limit to
every service offered. If the user’s account is above this
limit, then charging is done in offline mode. If the sub-
scriber’s account drops below this limit, the online char-
ging mechanism is applied (if required), and we grant all
the consumable credit to the serving network element.
In multi-task systems, it is possible to access more than
one service at a time. In such cases, when the account
drops below the limit, we shall delegate the credits to
multiple network elements. A good solution is to distribu-
te the account among the services with statistical met-
hods, considering the money-consumption and proper-
ties of the services, and the behaviour of the user.

The UMTS services are based on a packet switched
network, so we have to count with the packet-loss. The
majority of these failures occur on the wireless part of
the network but, of course (like on the regular Internet),
some packet-loss or fault happens on the backbone as
well. Statistical methods can be used to deal with the-
se failures. Considering the quality of the operator’s
network, we can send more packets to the user, than it
would be necessary with a perfect, flawless network, so
the user presumably gets the proper amount of pac-
kets. It’s practical to include a buffering mechanism
between the wired and wireless part of the network, to
cause the packets to be resent only from the base sta-
tion in case of any failure, so the backbone isn’t loaded
with this traffic. The loss or fault occurring on the
backbone can be solved with the error correction me-
chanism of the TCP – if necessary.

In order to measure the packet-loss and packet
based QoS, the presence of trusted equipment is nee-
ded at the end of the connection. This could be the
base station, or we can implement the protocol in the
low level layer of the mobile phone. The main idea of
this solution is that the element has to send some kind
of information to the billing system, in order to inform it
about the quality. The quality measurement of the da-
ta sequence is done with a sliding-window algorithm.
After the arrival of a proper amount of packets, the de-
lay (average, maximum, minimum and jitter), packet-
loss, bandwidth and other QoS parameters can be cal-
culated. The retransmission of the lost packets and sig-
nalling is done by higher protocols. The measurement
of quality can be eliminated with the usage of pre-cal-
culated statistical information for the network, but in this
case the results won’t mach the exact situation.

6. Analytical supplementation

Our model needs further refinement on order to deter-
mine the mode-switching limit, the handling of lost pac-
kets, and the measurement of QoS.

6.1. Mode-switching limit
Let us define a function called unit consumption speed

C(T), (1)
having the measure of [unit/sec], which represents

the consumed units in one second. The consumption
rate depends on time to give the possibility to the ope-
rators to assign different prices to different time of the
day and week for traffic shaping reasons. The consu-
med unit and money can be calculated from the con-
sumption rate by means of the following equations

unit = C(T) ⋅ t (2)
money = unit ⋅ R(T), (3)

where R(T) represents the relation [2] between unit
and money. The time-dependence of this function can
be used to change the price of the units in case of in-
flation or discounts, or to apply different prices for diffe-
rent groups of users. Although the time dependence of
the price can be divided into consumption speed and
rating, it is not necessary, and it depends on the needs
of the network operator.

Let Tc represent the time needed to query the user’s
proper account. The network elements are sending the
CDRs usually in bigger time-intervals and the billing sys-
tem debit the user’s account periodically. Tc represents
these intervals. With these notations and definitions the
limit for mode-switch can be calculated. In ideal case it is

L = C(T) ⋅ Tc. (4)
If we own more units on our account than L, the

charging is done offline with small network overhead; ot-
herwise accounting is done online, with unit reservation.
If we require more than one service at a time, the limit can
be calculated by the sum of the limits of the services:

L = ∑Li. (5)
To reduce the network overhead, all credits below

this threshold can be reserved. In case of multiple ser-
vice demands, the units can be distributed to the ser-
ving network elements with the rate of the service’s con-
sumption speed. A re-sharing should be done every ti-
me a service ends, a new service started, or when an
event based service occurs (SMS – for example). In or-
der to ensure this, new functionality is required. The on-
line charging function (OCF) should be able to force the
network elements to retransfer the currently unused cre-
dits. After the transfer, the online charging function co-
uld re-share the credits among the services considering
the new circumstances. When a fix consumption speed
can not be assigned to the service (browsing or inter-
active content), the average consumption speed should
be determined using various statistical models.

6.2. Propagation Delay
The events occurring in a distributed, wide network

(signalling, queries) have propagation delay, which is not
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constant in general. If we want to determine the mode-
switching threshold properly, we have to consider the ti-
me needed the query the account (Tc) and to switch
between modes (Td), together with the variation of the-
se values (Tc j and Tdj):

L = C(T)⋅(Tc+Tcj+Td+Tdj). (6)
To ensure accurate charging, we should count with

the maximum values of the jitters (Tc i and Tdi). If we
want to reduce the values of the mode-switching limits
(in order to reduce the network overhead), we shall co-
unt with smaller values (with the expected value for ex-
ample). In this case the possibility of users gaining mo-
re service than they paid for can be calculated from the
distributions of the jitters. In case of re-sharing the cont-
rol messages should be labelled with proper time-
stamps to be able to charge the services gained during
the retransfer and mode switching process.

The mode-switching thresholds can be calculated off-
line for every service offered, and the system can use
these pre-calculated values to switch between the char-
ging modes. However, the actual limit can be dependant
on the time of the day and on the user profile (discounts
for group of users, statistical behaviour for interactive
content).

6.3. Measurement of QoS
Performance can be defined using a sliding-window

algorithm; always using the last N packets arrived to
the user. With this method, the measured and experi-
enced performance should be close to each other. Let
tj be the transmission starting time and aj the arrival ti-
me of packet j. If the size of the sliding-window is N, the
delay (average, minimum, maximum) can be calculated:

Daverage = ∑ (ai – ti) / N, (7)
Dmin = min(ai – ti), (8)
Dmax = max(ai – ti). (9)

The jitter of the delay is the difference of the maxi-
mal and minimal delay:

Djitter = Dmax – Dmin. (10)
The packet-loss in case of N arrived, and M sent

packets is: Loss = N/M. (11)

7. Conclusions and future plans

In our study, we enumerated the motivations for the ap-
pearance of 3rd party providers. We have showed the
legal and technical issues of this new concept. Most of
the technical problems come from the real-time nature
and mobility in the packet based network. We also ga-
ve a small summary about the current state of the 3GPP
standards, and finally, we gave a model to solve these
problems. The model operates in such a way, that char-
ging is made in the network offline, without a need for a
real-time approach, to a large volume of users (who ha-
ve more money on their account than the critical amo-
unt). This method invokes low CDR transfer, and low
network overhead. Billing to critical users is more compli-
cated, but also supported by 3GPP standards. With this
idea the necessary network overhead can be decre-

ased. Moreover, with a small function extension and sta-
tistical estimation, the overhead can be further reduced.

In the future, in order to develop the complete char-
ging method, it is required to work out the exact met-
hod of measuring the data flow and the method to de-
rive the quality of service from the IP based quality. For
this, it is crucial to determine the statistic parameters of
the services and users. The model is not complete un-
less the protocols and algorithms are fully developed.

References

[1] ETSI TS 122 115 V5.3.0 (2003-06). “Digital cellular tele-
communications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); Service Aspects
Charging and billing (3GPP TS 22.115, ver. 5.3.0, Rel. 5).”
Technical report, 3GPP, 2003.

[2] ETSI TS 132 200 V5.7.0 (2004-06). “Digital cellular tele-
communications system (Phase 2+); Universal Mobile
Telecommunications System (UMTS); Telecommunication
management; Charging management; Charging principles
(3GPP TS 32.200, ver. 5.7.0, Rel. 5).” 
Technical report, 3GPP, 2004.

[3] 3GPP TS 32.240 V6.0.0 (2004-09). “3rd Generation 
Partnership Project; Technical Specification Group 
Services and System Aspects; Telecommunication 
management; Charging management; 
Charging architecture and principles (Rel. 6).” 
Technical report, 3GPP, 2004.

[4] 3GPP TS 32.260 V2.0.0 (2004-12). “3rd Generation 
Partnership Project; Technical Specification Group 
Services and System Aspects; Telecommunication 
management; Charging management; IP Multimedia
Subsystem (IMS) charging; (Rel. 6).” 
Technical report, 3GPP, 2004.

[5] ETSI TS 122 086 V5.0.0 (2002-06). 
“Digital cellular telecommunications system (Phase 2+);
Universal Mobile Telecommunications System (UMTS);
Advice of Charge (AoC) supplementary services; 
Stage 1 (3GPP TS 22.086 version 5.0.0 Release 5).” 
Technical report, 3GPP, 2002

[6] UMTS Forum Report No.11. “Enabling UMTS 3rd 
Generation Services and Applications.”
Technical report, UMTS Forum, October 2000.

[7] UMTS Forum Report No.21. “Charging, Billing and Payment
Views on 3G Business Models.” Technical report, 
UMTS Forum, 2002. 

[8] Maria Koutsopoulou, Alexandros Kaloxylos, Athanassia
Alonistioti, Lazaros Merakos: “Charging, Accounting and
Billing Management Schemes in Mobile Telecommunication
Networks and the Internet.” IEEE Communications Surveys,
First Quarter 2004, 6(1), 2004, pp.50–58.

[9] Susana Schwartz: “Next-Gen Rating: It Will Be Only As
Good as the Network.” Billing World & OSS Today, 
February 2003, pp.16–22.

[10] John Cushnie: Charging and Billing for Future Mobile
Internet Services, First Year PhD Research Report,
September 2000.

Real-time charging in mobile environment

VOLUME LX. • 2005/6 59



60 VOLUME LX. • 2005/6

SPEECH RESEARCH

Virtual speaker
Key words: facial animation, dynamic speech features,
talking head, speechreading
Facial animation has progressed significantly over
the past few years and a variety of algorithms and
techniques now make it possible to create highly re-
alistic characters. Based on the author’s speechrea-
ding study and the development of 3D modelling, a
Hungarian talking head has been created. Our gener-
al approach is to use both static and dynamic obser-
vations of natural speech to guide facial modelling.
The evaluation of Hungarian consonants and vowels
is presented for classifying visemes – the smallest
perceptible visual units of the articulation process. A
three level dominance model has been introduced that
takes coarticulation into account. Each articulatory fe-
ature has been grouped to dominant, flexible or uncer-
tain classes. The analysis of the standard deviation
and the trajectory of the features served the evalua-
tion process. Acoustic speech and articulation are lin-
ked with each other by a synchronising process. A f i l-
tering and smoothing algorithm has been developed
for the adaptation either to the tempo of the synthesi-
zed or natural speech.

(In: 2005/1, pp.7–11.)

Design issues of a corpus-based speech synthesizer
Key words: synthesized speech, speech quality, 
sampling, corpus volume
The corpus-based approach is a new technique which
has never been used in Hungary. It offers a more flexi-
ble and better quality synthesis. This article outlines
the basic principles of this technique then a more de-
tailed description follows of the development of a Hun-
garian corpus-based, object-related system being un-
der development at the Speech Research Laboratory
of the Budapest University of Technology and Econo-
mics. In the second part of the article statistical stu-
dies with weather forecasts are introduced then some
considerations regarding the selection of announcers
are presented. Finally some other design issues of
corpus-based systems are addressed.

(In: 2005/1, pp.18–24.)

New protocol concept for wireless MIDI connections
via Bluetooth
Key words: wireless, Bluetooth, 
MIDI (Musical Instrument Digital Interface)
This paper describes a new protocol concept for wire-
less MIDI connections via Bluetooth. For the practical
appliance, the protocol design supports nearly arbi-
trary connection topology. We show the plans of a ge-
neric Bluetooth-based MIDI system and describe the
main ideas of its data transmission protocol, calculate
its latency and investigate its limits of usability, while
suggesting a few possible extensions to this system to
be further realized.

(–)

Introduction to Aspect-Oriented Programming
Key words: aspect-oriented programming (AOP), 
crosscutting concerns
Aspect-oriented programming is a fortunate extension
to the wide-spread object-oriented paradigm. In this pa-
per we present the most important concepts of AOP
based on the most widely used AspectJ approach. The
problem of crosscutting concerns is introduced, and
the facilities provided by AOP are enumerated as pos-
sible solutions. The most popular implementations (Hy-
perJ, Composition Filters) are also mentioned briefly.

(In: 2004/10, pp.8–12.)

SOFTWARE DEVELOPMENT RESULTS

Novel techniques for assessing resource 
requirements in packet-based networks
Key words: equivalent capacity, QoS, 
call admission control
The lack of quality of service (QoS) guarantees is the
classic problem of packet switching networks. Despi-
te the access technologies (e.g. DSL) providing suff i-
cient transmission speed are already available, witho-
ut such QoS guarantees the rapid spread of novel, va-
lue-added services can not be imagined. In this article
a novel technique capable to approximate the mini-
mum bandwidth that should be provided for an aggre-
gated network traffic flow in order to maintain a prede-
fined QoS level is introduced. This new method can
form the basis of load control (e.g. call admission con-
trol) algorithms to be applied in future packet-based
networks.

(In: 2004/9, pp.13–18.)

Self-adaptive Multimodal User Interfaces 
based on Interface-Device Binding
Key words: multi interface-device binding (MID-B),
adaptive user interface, multimodal architecture
This paper introduces a mechanism that facilitates the
dynamic shaping of human-machine interfaces in mo-
bile environments. The necessity for self-adaptability
of user interfaces for human-computer interaction (HCI)
becomes increasingly important. Such adaptability
provides the capacity to facilitate customised interac-
tion depending on the system (and user) context based
on automatic configuration of the user interface. The
approach and work presented in this paper introduces
a support architecture for self-adaptive user interfa-
ces, based on distributed networked (interface) devi-
ces in a mobile communication scenario. The framew-
ork developed at the core of this work is called “Multi
Interface-Devices Binding” (MID-B), it extends the con-
cept of multimodality into the mobile environment, by
allowing ad-hoc adaptation of available interface devi-
ces, (e.g. display, sound system, etc.). The here desc-
ribed structural design focuses on the definition of the
basic architecture and of an extension to a service di-
scovery protocol facilitating the dynamic real time bin-
ding of interface devices.

(–)
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